A mixed finite element discretization on non-matching multiblock grids for a degenerate parabolic equation arising in porous media flow

IVAN YOTOV*

Abstract — Mixed finite element methods on multiblock domains are considered for nonlinear degenerate parabolic equations arising in modeling multiphase flow in porous media. The subdomain grids need not match on the interfaces, where mortar finite element spaces are introduced to properly impose flux-matching conditions. The low regularity of the solution is treated through time integration, and the degeneracy of the diffusion is handled analytically via the Kirchhoff transformation. With an appropriate choice of the mortar spaces, the error for both a semidiscrete (continuous time) scheme and a fully discrete (backward Euler) scheme is bounded entirely by approximation error terms of optimal order.
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Multiblock finite element techniques on non-matching grids have become increasingly popular in recent years. They combine the flexibility of modeling irregularly shaped domains with the convenience of constructing the grids locally. In porous media applications they also allow accurate modeling of large scale geological features such as faults, layers, and fractures. We define a multiblock domain to be a simply connected domain $\Omega \in \mathbb{R}^d$, $d = 2$ or $3$, that is a union of non-overlapping subdomains or blocks $\Omega_i$, $i = 1, \ldots, k$. For the purpose of the analysis we assume that each block $\Omega_i$ is convex.

In the numerical modeling of multiphase flow in porous media the coupled nonlinear system of conservation equations is often written as an equation of elliptic or parabolic type for some reference pressure and several saturation equations of advection-diffusion type [7, 13]. The diffusion in the saturation equations is degenerate (is zero at extreme saturation values). This causes a very low regularity of the solution and imposes difficulties for the numerical method.

In this paper we study mixed finite element discretizations for the saturation equation on multiblock domains. The local mass conservation property of the mixed methods is particularly important in modeling porous media flow. We allow the subdomain grids to be non-matching along the interfaces. To properly impose flux-matching conditions we
introduce mortar finite element spaces along the subdomain boundaries. Mortar spaces have been a common tool in standard and spectral finite element methods (see e.g. [9]). Recently mortar [18, 29, 4] and non-mortar [6] techniques have been successfully applied in the context of mixed finite element methods on multiblock grids.

Due to the degeneracy in the diffusion the solutions can have compact support, thus behaving very differently form the solutions of non-degenerate parabolic problems. In addition, certain error terms cannot be directly bounded in the analysis. Many authors introduce a regularized problem and then approximate it [27, 17, 24, 15, 14]. The numerical error is then a sum of the discretization error for the regularized problem and the difference between the solutions to the regularized and the original problems.

Another common technique is to handle the degeneracy analytically via the Kirchhoff transformation [27, 15, 14, 5, 28], which is the approach we take. We combine the use of mortar finite elements along subdomain interfaces with techniques from [5], where mixed discretizations for similar degenerate parabolic equations on a single block have been studied.

We consider a continuous time scheme and a fully discrete backward Euler scheme and bound the discretization error in the two versions entirely by approximation error terms of optimal order. Critical in the analysis is the choice of mortar spaces along the non-matching interfaces. The mortar elements need to provide one order higher approximation than the traces of the subdomain velocity spaces (see Remark 2.2). At the same time, the mortar spaces should be controled by the subdomain spaces (see hypothesis (H1) and Remark 3.1).

Our analysis improve the single block results from [5] in several ways. We avoid the assumption from [5] on smoothness of $\partial \Omega$ by requiring a minimal smoothness for the flux (see Lemma 2.2). Also, we weaken the assumption ([5], A2) on the advective and the source terms and only assume physically reasonable behavior (see (2.7), (2.8)). Finally, by choosing a different flux test function in (3.4), we avoid a non-standard approximation error term involving the divergence of the difference of two discrete projections of the flux, which appears in the analysis in [5].

The rest of the paper is organized as follows. In the next section we illustrate how a degenerate parabolic saturation equation arises in the fractional flow formulation of two phase incompressible flow. In Section 2 we formulate the mortar mixed method for the saturation equation. The analysis of the continuous in time and the fully discrete schemes is presented in Sections 3 and 4, respectively.

1. FRACTIONAL FLOW FORMULATION FOR TWO PHASE FLOW

Two phase immiscible flow in porous media is modeled by the system of conservation equations [7, 13]

$$\frac{\partial (\varphi s_i \rho_i)}{\partial t} + \nabla \cdot \rho_i u_i = q_i \quad \text{in} \; \Omega \times (0, T],$$  \hspace{1cm} (1.1)

$$u_i = \frac{k_i(s_i)K}{\mu_i} (\nabla p_i - \rho_i g \nabla D) \quad \text{in} \; \Omega \times (0, T],$$  \hspace{1cm} (1.2)

$i = w$ (wetting), $n$ (non-wetting), coupled with

$$s_w + s_n = 1,$$  \hspace{1cm} (1.3)
\[ p_c(s_w) = p_n - p_w, \quad (1.4) \]

where \( s \) is the phase saturation, \( \rho \) is the phase density, \( \varphi \) is the porosity, \( q \) is the source term, \( u \) is the Darcy velocity, \( p \) is the phase pressure, \( K \) is the absolute permeability tensor, \( k_i(s_i) \) is the phase relative permeability, \( \mu \) is the phase viscosity, \( g \) is the gravitational constant, \( D \) is the depth, and \( T \) is the final time.

We start by reformulating the problem in a standard way by writing it in a fractional flow form (pressure and saturation equation). Let

\[ \lambda_i = \frac{k_i}{\mu_i}, \quad i = w, n, \]

denote the phase mobilities, and let

\[ \lambda = \lambda_w + \lambda_n \]

be the total mobility. Let

\[ u = u_w + u_n \]

be the total velocity. For simplicity of the presentation, we assume incompressible flow and medium (constant \( \rho \) and \( \varphi \)) and neglect gravity effects. Multiplying equations (1.1) by \( 1/\rho_i \) and adding them together, we get

\[ \nabla \cdot u = q, \quad (1.5) \]

where \( q = q_w/\rho_w + q_n/\rho_n \). Let \( s = s_w \), and define the global pressure [13] to be

\[ p = p_w + \int_0^{\rho_c(s)} \left( \frac{\lambda_n}{\lambda} \right) \left( p_c^{-1}(\zeta) \right) d\zeta. \]

Thus

\[ u = -\lambda K \nabla p, \quad (1.6) \]

Equation (1.5), coupled with (1.6), is referred to as the pressure equation. Since \( \lambda > 0 \) and \( K \) is a symmetric positive definite tensor, this is an elliptic equation. For compressible flow the pressure equation is parabolic.

To derive the saturation equation, we first observe that

\[ \frac{\lambda_w}{\lambda} u = u_w - \frac{\lambda_w}{\lambda} \lambda_n K \nabla p_c(s). \]

Substituting this expression into the water conservation equation (1.1), we get the saturation equation

\[ \varphi \frac{\partial s}{\partial t} + \nabla \cdot (\beta(s) u + \alpha(s) K \nabla p_c(s)) = \tilde{q}_w, \quad (1.7) \]

where \( \beta(s) = \lambda_w/\lambda, \alpha(s) = \lambda_w \lambda_n/\lambda, \) and \( \tilde{q}_w = q_w/\rho_w \). Note that \( p_c(s) \) is a strictly monotone decreasing function; therefore with

\[ \sigma(s) = -\alpha(s) \frac{\partial p_c}{\partial s} \]

(1.8)
equation (1.7) takes the advection-diffusion form

$$
\varphi \frac{\partial s}{\partial t} + \nabla \cdot (\beta(s)\mathbf{u} - \sigma(s)K \nabla s) = \tilde{q}_w. \tag{1.9}
$$

The diffusion term vanishes at $s = 0, 1$, the minimum and maximum saturation values. This is due to the behavior of the relative permeability and the capillary pressure functions (see, e.g., [8]). This double degeneracy is the main source of difficulties in the numerical approximation. The solutions of degenerate parabolic equations have very low regularity. It has been shown that (see [25, 16, 19, 2, 1, 3])

$$s \in L^\infty(0,T; L^1(\Omega)), \tag{1.10}$$

$$\frac{\partial s}{\partial t} \in L^2(0,T; H^{-1}(\Omega)). \tag{1.11}$$

Since the saturation $s$ satisfies $0 \leq s(x,t) \leq 1, (x,t) \in \Omega \times [0,T]$, we also have

$$s \in L^\infty(0,T; L^\infty(\Omega)). \tag{1.12}$$

We handle the degeneracy in the diffusion analytically using the Kirchhoff transformation [27, 15, 14, 5]. Let

$$D(s) = \int_0^s \sigma(\zeta) \, d\zeta.$$

Then

$$\nabla D(s) = \sigma(s) \nabla s,$$

and (1.9) becomes

$$\varphi \frac{\partial s}{\partial t} + \nabla \cdot (\beta(s)\mathbf{u} - K \nabla D(s)) = \tilde{q}_w. \tag{1.13}$$

2. A MORTAR MIXED METHOD FOR THE SATURATION EQUATION

In this section we present a multiblock variational formulation of (1.13) that respects the low regularity of the solution, and a mixed finite element discretization using mortar elements on the interfaces. For the rest of the paper we omit the porosity $\varphi$, which is assumed constant and does not affect the error analysis. The saturation $s(x,t)$ satisfies

$$\frac{\partial s}{\partial t} + \nabla \cdot (\beta(s)\mathbf{u} - K \nabla D(s)) = \tilde{q}_w(s) \quad \text{in } \Omega \times (0,T), \tag{2.1}$$

$$(\beta(s)\mathbf{u} - K \nabla D(s)) \cdot \nu = 0 \quad \text{on } \partial\Omega \times [0,T], \tag{2.2}$$

$$s(x,0) = s_0(x) \quad \text{in } \Omega, \tag{2.3}$$

where $\nu$ is the outward unit normal vector to $\partial\Omega$. For simplicity we assume that no flow boundary conditions are imposed, although more general boundary conditions can also be
treated. We need several assumptions on the coefficients of the above equation. We first assume that

\[ \sigma(s) \geq \begin{cases} 
\beta_1 |s|^{\alpha_1}, & 0 \leq s \leq \alpha_1, \\
\beta_2, & \alpha_1 \leq s \leq \alpha_2, \\
\beta_3 |1-s|^{\alpha_2}, & \alpha_2 \leq s \leq 1,
\end{cases} \tag{2.4} \]

where \( \beta_i, 1 \leq i \leq 3 \), are positive constants, and \( \alpha_i \) and \( \nu_i, i = 1, 2 \), satisfy

\[ 0 < \alpha_1 < 1/2 < \alpha_2 < 1, \quad 0 < \nu_i < 2. \]

Note that (2.4) controls the rate of degeneracy of the diffusion. We also assume that there exists a positive constant \( C \) such that

\[ \| D(s_1) - D(s_2) \|_\alpha^2 \leq C (D(s_1) - D(s_2), s_1 - s_2), \quad \text{for } s_1, s_2 \in L^2(\Omega). \tag{2.5} \]

Here and for the reminder of the paper \( (\cdot, \cdot)_S \) and \( (\cdot, \cdot)_{\partial S} \) denote the \( L^2 \)-inner product (or duality pairing) on \( S \subset \mathbb{R}^d \) and \( \partial S \in \mathbb{R}^{d-1} \), respectively, and \( \| \cdot \|_{0, S} \) denotes the \( L^2 \)-norm on \( S \). We omit \( S \) if \( S = \Omega \). A sufficient condition for (2.5) is

\[ 0 \leq \frac{\partial D}{\partial s}(x, t; s) \leq C \quad \text{for } (x, t) \in \Omega \times [0, T], \quad 0 \leq s \leq 1. \tag{2.6} \]

Bounds (2.4) and (2.6) follow from the physical behavior of the relative permeabilities and the capillary pressure [3, 15]. Typical relations (see, e.g., [8, 20]) are

\[ \lambda_w(s) \sim s^2, \quad p_c(s) \sim s^{-\delta_1} \text{ as } s \to 0, \]
\[ \lambda_d(s) \sim (1-s)^2, \quad p_c(s) \sim (1-s)^{\delta_2} \text{ as } s \to 1, \]
\[ 0 < \delta_1 < 1, \quad 0 < \delta_2 < 1. \]

Therefore, with (1.8),

\[ \sigma(s) \sim s^{1-\delta_1} \text{ as } s \to 0 \text{ and } \sigma(s) \sim (1-s)^{1+\delta_2} \text{ as } s \to 1, \]

which implies both (2.4) and (2.6). Finally, we assume that, for \( 0 \leq s_1, s_2 \leq 1 \),

\[ |\beta(s_1) - \beta(s_2)|^2 \leq C(D(s_1) - D(s_2))(s_1 - s_2), \tag{2.7} \]
\[ |\tilde{q}_w(s_1) - \tilde{q}_w(s_2)|^2 \leq C(D(s_1) - D(s_2))(s_1 - s_2). \tag{2.8} \]

Bounds (2.7) and (2.8) are justified by the following lemma, proven in [15].

**Lemma 2.1.** Suppose \( \sigma \) satisfies (2.4). If \( f \in C^1[0, 1] \) and \( f'(0) = f'(1) = 0 \) with \( f' \text{ Lipschitz at } 0 \text{ and } 1 \), then there exists a positive constant \( C \) such that

\[ |f(a) - f(b)|^2 \leq C(D(a) - D(b))(a - b) \quad \text{for } 0 \leq a, b \leq 1. \]

Note that the fractional flow function \( \beta(s) \) satisfies the conditions of Lemma 2.1. The well term \( \tilde{q}_w(s) \) satisfies the conditions of Lemma 2.1. at the injection wells. At the production wells, \( \tilde{q}_w(s) \sim k_w(s), \) so \( \tilde{q}_w'(0) = 0 \). Therefore (2.8) holds, if \( s \leq s^* < 1 \) at the production well, which covers all cases of physical interest.
Remark 2.1. The fractional flow function $\beta(s)$ and the integrated diffusion function $D(s)$ are both $S$-shaped with zero derivatives at the end points. Bound (2.7) relates the rates of degeneracy of the derivatives of the two functions and indicates, in a sense, that the diffusion dominates the advection.

In the standard mixed variational formulation, equation (2.1) is multiplied by a test function $w \in L^2(\Omega)$ and integrated in space. In our case however, because of (1.11), the integral $\bar{q}_\omega w$ is not well defined. To avoid this problem we integrate (2.1) in time from 0 to $t$ [23, 5] to obtain the equivalent equation
\[
\int_0^t \psi \, d\tau = \int_0^t \bar{q}_\omega(s) \, d\tau + s_0(x), \quad \text{in } \Omega \times [0, T],
\]
where
\[
\psi = \beta(s)u - K \nabla D(s).
\]
Before presenting the variational formulation, we give the following regularity result.

Lemma 2.2. Assume that there exists some $0 < \varepsilon < 1/2$ such that, for $1 \leq i \leq k$,
\[
\int_0^t \beta(s)u \, d\tau \in L^2(0, T; H^\varepsilon(\Omega_i)).
\]
Then, for every $t \in [0, T]$,
\[
\int_0^t \psi \, d\tau \in (H^\varepsilon(\Omega_i))^d \cap H(\text{div } \Omega_i).
\]

Proof. The argument is similar to one from [5]. The assumption (2.11) is reasonable, since the fractional flow function $\beta(s)$ has zero derivatives at the degeneracy values $s = 0, 1$. It follows from (2.9) and (1.12) that
\[
\int_0^t \psi \, d\tau \in H(\text{div } \Omega_i).
\]
Using (2.10) we have in $\Omega_i$
\[
-\nabla \cdot K \nabla \int_0^t D(s) \, d\tau = \nabla \cdot \int_0^t \psi \, d\tau - \nabla \cdot \int_0^t \beta(s)u \, d\tau.
\]
By (2.11) and elliptic regularity, $\int_0^t D(s) \, d\tau \in H^{1+\varepsilon}(\Omega_i)$, which, along with (2.10) and (2.11) implies that
\[
\int_0^t \psi \, d\tau \in (H^\varepsilon(\Omega_i))^d.
\]

Let $\Gamma_{i,j} = \partial \Omega_i \cap \partial \Omega_j$, $\Gamma = \cup_{1 \leq i < j \leq k} \Gamma_{i,j}$, and $\Gamma_i = \partial \Omega_i \cap \Gamma$. Let
\[
V_i = \{ v \in (H^\varepsilon(\Omega_i))^d \cap H(\text{div } \Omega_i) : v \cdot \nu = 0 \text{ on } \partial \Omega \}, \quad V = \bigoplus_{i=1}^k V_i,
\]
\[ W_i = L^2(\Omega_i), \quad W = \bigoplus_{i=1}^{k} W_i = L^2(\Omega), \quad \Lambda = H^{1/2} - \tau(\Gamma). \]

We are now ready to present the multiblock variational formulation of (2.9)–(2.10). With \( a = K^{-1} \) and letting \( \gamma \) be the trace of \( D(s) \) on \( \Gamma \), we have, for every time \( t \in [0, T] \) and 1 \( \leq i \leq k \),

\[
(a\psi, \nu_{i})_{\Omega_i} = (D(s), \nabla \cdot \psi)_{\Omega_i} - (\gamma_i, \psi)_{\Gamma_i} + (a \beta(s)u, \nu_i)_{\Omega_i}, \quad \psi \in V_i, \tag{2.13}
\]

\[
(s, w)_{\Omega_i} + \left( \nabla \cdot \int_0^t \psi d\tau, w \right)_{\Omega_i} = \left( \int_0^t \tilde{q}_w(s) d\tau, w \right)_{\Omega_i} + (s_0, w)_{\Omega_i}, \quad w \in W_i, \tag{2.14}
\]

\[
\sum_{i=1}^{k} \left( \int_0^t \psi_i \cdot \nu_{i} d\tau, \mu \right)_{\Gamma_i} = 0, \quad \mu \in \Lambda. \tag{2.15}
\]

Note that, because of (2.12) and the definitions of \( V_i \) and \( \Lambda \), the boundary integrals in (2.13) and (2.15) are well defined.

Let \( T_{h,i} \) be a finite element partition of \( \Omega_i \) with maximal element diameter \( h \). We allow for the possibility that \( T_{h,i} \) and \( T_{h,j} \) need not match on \( \Gamma_{i,j} \). Let \( V_{h,i} \times W_{h,i} \) be any of the usual mixed spaces on \( T_{h,i} \) \([26, 22, 12, 11, 10] \). Let \( T_{h,j}^{r_{i,j}} \) be a finite element partition of \( \Gamma_{i,j} \) with maximal element diameter \( h \). Let \( \Lambda_{h,i,j} \subseteq \Lambda_{i,j} \) be the space of continuous or discontinuous piecewise polynomials of degree \( k+1 \) on \( T_{h,j}^{r_{i,j}} \), where \( k \) is associated with the degree of the polynomials in \( V_{h,i} \cdot \nu_{i} \). More precisely, if \( d = 3 \), on any boundary element \( K, \Lambda_{h,i,j}|_K = P_{k+1}(K) \), if \( K \) is a triangle, and \( \Lambda_{h,i,j}|_K = Q_{k+1}(K) \), if \( K \) is a rectangle. An additional assumption on \( \Lambda_{h,i,j} \) and hence on \( T_{h,j}^{r_{i,j}} \) will be made later. The finite element spaces on \( \Omega \) are now defined as

\[
V_h = \bigoplus_{i=1}^{k} V_{h,i}, \quad W_h = \bigoplus_{i=1}^{k} W_{h,i}, \quad \Lambda_h = \bigoplus_{1 \leq i < j \leq k} \Lambda_{h,i,j}.
\]

\textbf{Remark 2.2.} We refer to the interface spaces \( \Lambda_{h,i,j} \) as “mortar” finite element spaces, following a terminology for similar techniques used with the standard and spectral finite element methods \([9] \). If the order of approximation for \( \Lambda_h \) is the same as for \( V_h \cdot \nu \), then the mortar mixed methods for elliptic equations lose \( O(h^{1/2}) \) from the optimal order of convergence \([29, 4] \). A similar loss is observed for the equations considered here (see the theorems below), which motivates the above choice of mortar spaces.

In the continuous time mixed finite element method for approximating (2.13)–(2.15) we seek, for each \( t \in [0, T] \), \( \psi_h(\cdot, t) \in V_h, s_h(\cdot, t) \in W_h \), and \( \gamma_h(\cdot, t) \in \Lambda_h \) such that, for 1 \( \leq i \leq k \),

\[
(a\psi_h, \nu_{i})_{\Omega_i} = (D(s_h), \nabla \cdot \psi_h)_{\Omega_i} - (\gamma_h, \psi_h)_{\Gamma_i} + (a \beta(s_h)u, \nu_i)_{\Omega_i}, \quad \psi_h \in V_{h,i}, \tag{2.16}
\]

\[
(s_h, w)_{\Omega_i} + \left( \nabla \cdot \int_0^t \psi_h d\tau, w \right)_{\Omega_i} = \left( \int_0^t \tilde{q}_w(s_h) d\tau, w \right)_{\Omega_i} + (s_0, w)_{\Omega_i}, \quad w \in W_{h,i}, \tag{2.17}
\]

\[
\sum_{i=1}^{k} \left( \int_0^t \psi_h \cdot \nu_{i} d\tau, \mu \right)_{\Gamma_i} = 0, \quad \mu \in \Lambda_h. \tag{2.18}
\]
where \( s_{0,h} \in W_h \) is an approximation of \( s_0 \).

We next consider a backward Euler time discretization. Let \( \{t_n\}_{n=0}^{N} \) be a monotone partition of \([0,T]\) with \( t_0 = 0 \) and \( t_N = T \), let \( \Delta t^n = t_n - t_{n-1} \), and let \( f^n = f(t_n) \).

In the fully discrete mixed method we seek, for any \( 0 \leq n \leq N \), \( \psi^n_h \in V_h \), \( s^n_h \in W_h \), and \( \gamma^n_h \in \Lambda_h \) such that, for \( 1 \leq i \leq k \),
\[
(a \psi^n_h, v)_{\Omega_i} + D(s^n_h) \cdot \nabla \cdot \mathbf{v} - \langle \gamma^n_h, v \rangle_{\Gamma_i} + (\alpha \beta \nu^n_h \cdot \mathbf{u}^n, v)_{\Omega_i}, \quad v \in V_{h,i}, \tag{2.19}
\]
\[
(s^n_h, w)_{\Omega_i} + \left( \nabla \cdot \sum_{j=1}^{n} \psi^j_h \Delta t^j, w \right)_{\Omega_i} = \left( \sum_{j=1}^{n} \tilde{q}_w(s^j_h) \Delta t^j, w \right)_{\Omega_i} + (s^{0,h}, w)_{\Omega_i}, \quad w \in W_{h,i}, \tag{2.20}
\]
\[
\sum_{i=1}^{k} \left( \sum_{j=1}^{n} \psi^j_h \cdot \nu_i \Delta t^j, \mu \right)_{\Gamma_i} = 0, \quad \mu \in \Lambda_h. \tag{2.21}
\]

As noted in [5], by subtracting equation (2.20) for time levels \( n \) and \( n - 1 \), it can be rewritten in the usual backward Euler form
\[
\left( \frac{s^n_h - s^{n-1}_h}{\Delta t^n}, w \right)_{\Omega_i} + \left( \nabla \cdot \psi^n_h, w \right)_{\Omega_i} = \left( \tilde{q}_w(s^n_h), w \right)_{\Omega_i}, \quad w \in W_{h,i}, \tag{2.22}
\]
\[
(s^0_h, w)_{\Omega_i} = (s^{0,h}, w)_{\Omega_i}, \quad w \in \tilde{W}_{h,i}. \tag{2.23}
\]

3. ERROR ANALYSIS OF THE SEMIDISCRETE SCHEME

We start this section with a lemma [29, 4] needed later in the analysis. The proof is included for completeness.

**Lemma 3.1.** For any function \( v \in V_{h,i} \),
\[
\|v \cdot \nu_i\|_{0,\partial \Omega_i} \leq C h^{-1/2} \|v\|_{0,\Omega_i}.
\]

**Proof.** All spaces under consideration admit nodal bases that include the degrees of freedom of the normal traces on the element boundaries. Since for any element \( E \) and any of its faces (edges) \( e \), \( |e| \leq C h^{-1} |E| \), the lemma follows. \( \Box \)

We need the following projections onto the finite element spaces. The standard mixed projection operator \( \Pi : V_i \rightarrow V_{h,i} \) satisfies, for \( q \in V_i \),
\[
(\nabla \cdot (q - \Pi q), w)_{\partial \Omega_i} = 0, \quad w \in W_{h,i}, \tag{3.1}
\]
\[
(\nabla \cdot (q - \Pi q), \nu_i)_{\partial \Omega_i} = 0, \quad v \in V_{h,i}. \tag{3.2}
\]

It is known [21] that
\[
\|\Pi q\|_{H(\text{div}; \Omega_i)} \leq C (\|q\|_{\varepsilon, \Omega_i} + \|\nabla \cdot q\|_{0, \Omega_i}). \tag{3.3}
\]
In the analysis we apply $\Pi$ to $\int_0^t \psi$, which is justified by Lemma 2.2. Let, for any $\varphi \in W$, $\hat{\varphi} \in W_h$ be its $L^2$-projection, satisfying

$$
(\varphi - \hat{\varphi}, w) = 0, \quad w \in W_h.
$$

In a similar way we define the $L^2$-projections $P_h : \Lambda \to \Lambda_h$, and $Q_{h,i} : \Lambda \to V_{h,i} \cdot \nu_i$. For smooth enough functions, these operators have optimal order approximation properties. As in [29, 4], we make explicit the following assumption on the mortar space $W_h$, we obtain the error equations

$$
\begin{align*}
\|\mu\|_{0,\Gamma_{i,j}} & \leq C(\|Q_{h,i}\mu\|_{0,\Gamma_{i,j}} + \|Q_{h,j}\mu\|_{0,\Gamma_{i,j}}), \quad \forall \mu \in \Lambda_h.
\end{align*}
$$

**Remark 3.1.** Hypothesis (H1) imposes a mild condition on the mortar grids and spaces. It implies that the dimension of the mortar space on a given interface, and the distribution of its degrees of freedom, are controlled by the degrees of freedom of the traces of the velocity spaces on the two sides. This condition prevents overconstraining the matching interface conditions (2.21) and is easily satisfied in practice. See [29] for details.

We now proceed with the error analysis. Subtracting (2.16)–(2.18) from (2.13)–(2.15), we obtain the error equations

$$
\begin{align*}
(a(\psi - \psi_h), v)_{\Omega_i} & = (D(s) - D(s_h), \nabla \cdot v)_{\Omega_i} \\
& \quad - \langle \gamma - \gamma_h, v \cdot \nu_i \rangle_{\Gamma_i} + (a(\beta(s) - \beta(s_h))u, v)_{\Omega_i}, \quad v \in V_{h,i}, \\
(s - s_h, w)_{\Omega_i} + \left(\nabla \cdot \int_0^t (\psi - \psi_h) d\tau, w\right)_{\Omega_i} \\
& = \left(\int_0^t (\bar{q}_w(s) - \bar{q}_h(s_h)) d\tau, w\right)_{\Omega_i} + (s_0 - s_{0,h}, w)_{\Omega_i}, \quad w \in W_{h,i}, \\
\sum_{i=1}^k & \left(\int_0^t (\psi - \psi_h) \cdot \nu_i d\tau, \mu\right)_{\Gamma_i} = 0, \quad \mu \in \Lambda_h.
\end{align*}
$$

To simplify notations, let $\bar{\Phi}(t) = \Pi_0(t)(\psi - \psi_h) d\tau$. We choose $s_{0,h} = s_0$ and take $v = \bar{\Phi}$, $w = \bar{D}(s) - \bar{D}(s_h)$, and $\mu = P_h(\gamma - \gamma_h)$ in (3.4)–(3.6). Note that our choice for $v$ differs from this in [5], where $v$ is taken to be an $L^2$-projection of the flux error. Consequently, we are able to avoid a non-standard error term involving the divergence of the difference of the $\Pi$-projection and the $L^2$-projection of $\int_0^t \psi d\tau$, which appears in [5]. We now have

$$
\begin{align*}
(s - s_h, \bar{D}(s) - \bar{D}(s_h)) + (a(\psi - \psi_h), \bar{\Phi}) \\
& = \left(\int_0^t (\bar{q}_w(s) - \bar{q}_h(s_h)) d\tau, \bar{D}(s) - \bar{D}(s_h)\right) \\
& \quad + (a(\beta(s) - \beta(s_h))u, \bar{\Phi}) - \sum_{i=1}^k \langle \gamma - \gamma_h, \bar{\Phi} \cdot \nu_i \rangle_{\Gamma_i} \\
& \quad + \sum_{i=1}^k \left(\left(\int_0^t \psi d\tau - \Pi_0 \int_0^t \psi d\tau\right) \cdot \nu_i, \bar{P}_h(\gamma - \gamma_h)\right)_{\Gamma_i}.
\end{align*}
$$

A multiblock mixed method for a degenerate parabolic equation
We integrate (3.7) in time form 0 to \( t \). The first term on the left becomes
\[
\int_0^t (s - s_h, \hat{D}(s) - D(s_h)) \, d\tau = \int_0^t (s - s_h, D(s) - D(s_h)) \, d\tau + T_1, \tag{3.8}
\]
where
\[
T_1 = \int_0^t (\hat{s} - s, D(s) - D(s_h)) \, d\tau.
\]
The second term on the left-hand side of (3.7) becomes
\[
\int_0^t (a(\psi - \psi_h), \Phi) \, d\tau = \frac{1}{2} \left\| a^{1/2} \int_0^t (\psi - \psi_h) \, d\tau \right\|^2 + T_2, \tag{3.9}
\]
where
\[
T_2 = \int_0^t \left( a(\psi - \psi_h), \Pi \int_0^t \psi \, d\xi - \int_0^t \psi \, d\xi \right) \, d\tau.
\]
Combining (3.7)–(3.9), we obtain
\[
\int_0^t (s - s_h, D(s) - D(s_h)) \, d\tau + \frac{1}{2} \left\| a^{1/2} \int_0^t (\psi - \psi_h) \, d\tau \right\|^2 = \sum_{k=1}^6 T_k, \tag{3.10}
\]
where
\[
T_3 = \int_0^t \left( \int_0^t (\tilde{q}_w(s) - \tilde{q}_w(s_h)) \, d\xi, \hat{D}(s) - D(s_h) \right) \, d\tau, \\
T_4 = \int_0^t (a(\beta(s) - \beta(s_h))u, \Phi) \, d\tau, \\
T_5 = -\sum_{i=1}^k \int_0^t \left( \gamma - \mathcal{P}_h \gamma, \Phi \cdot \nu_i \right)_{\Gamma_i} \, d\tau, \\
T_6 = \sum_{i=1}^k \int_0^t \left( \left( \int_0^t \psi \, d\xi - \Pi \int_0^t \psi \, d\xi \right) \cdot \nu_i \, d\xi, \mathcal{P}_h \gamma - \gamma_h \right)_{\Gamma_i} \, d\tau.
\]
We now bound each \( T_k, k = 1, ..., 6 \). Note that the terms \( T_3 \) and \( T_4 \) are bounded differently than in [5], using the weaker and physically reasonable assumptions (2.7) and (2.8), respectively. The terms \( T_5 \) and \( T_6 \) involve error on the non-matching interfaces and do not appear in the case of a single block. For any \( \delta > 0 \), we have
\[
|T_1| \leq C \int_0^t \| \hat{s} - s \|_0^2 \, d\tau + \delta \int_0^t \| D(s) - D(s_h) \|_0^2 \, d\tau, \\
|T_3| \leq C \int_0^t \int_0^t (s - s_h, D(s) - D(s_h)) \, d\xi \, d\tau + \delta \int_0^t \| D(s) - D(s_h) \|_0^2 \, d\tau, \\
|T_4| \leq \delta \int_0^t (s - s_h, D(s) - D(s_h)) \, d\tau + C \int_0^t \| \Phi \|_0^2 \, d\tau, \\
|T_5| \leq C \left\{ h^{-1} \int_0^t \| \gamma - \mathcal{P}_h \gamma \|_{\Gamma_i}^2 \, d\tau + \int_0^t \| \Phi \|_0^2 \, d\tau \right\},
\]
using (2.8) for the bound of $T_3$, (2.7) for the bound of $T_4$, and Lemma 3.1. for the bound of $T_5$. To estimate $T_2$ we integrate by parts in time:

$$T_2 = - \int_0^t \left( \int_0^\tau a(\psi - \psi_h) d\xi, \frac{\partial}{\partial \tau} \left( \Pi \int_0^\tau \psi d\xi - \int_0^\tau \psi d\xi \right) \right) d\tau$$

$$+ \left( \int_0^t a(\psi - \psi_h) d\tau, \Pi \int_0^\tau \psi d\tau - \int_0^\tau \psi d\tau \right);$$

therefore,

$$|T_2| \leq C \left\{ \int_0^t \left\| \int_0^\tau (\psi - \psi_h) d\xi \right\|^2 d\tau + \int_0^t \left\| \frac{\partial}{\partial \tau} \left( \Pi \int_0^\tau \psi d\xi - \int_0^\tau \psi d\xi \right) \right\|^2 d\tau$$

$$+ \left\| \Pi \int_0^\tau \psi d\tau - \int_0^\tau \psi d\tau \right\|^2 \right\} + \delta \left\| (\psi - \psi_h) d\tau \right\|^2.$$

The term $T_6$ is the most difficult to bound. Integration by parts in time gives

$$T_6 = - \sum_{i=1}^k \int_0^t \left\langle \frac{\partial}{\partial \tau} \left( \int_0^\tau \psi d\xi - \Pi \int_0^\tau \psi d\xi \right), \nu_i \right\rangle \left( \int_0^\tau (\mathcal{P}_h \gamma - \gamma_h) d\xi \right) d\tau$$

$$+ \sum_{i=1}^k \left( \int_0^t (\psi d\tau - \Pi \int_0^t \psi d\tau) \cdot \nu_i d\tau, \int_0^t (\mathcal{P}_h \gamma - \gamma_h) d\tau \right)_{\Gamma_i}.$$

Therefore,

$$|T_6| \leq C \left\{ \int_0^t \left\| \frac{\partial}{\partial \tau} \left( \int_0^\tau \psi d\xi - \Pi \int_0^\tau \psi d\xi \right) \cdot \nu \right\|^2_{0, \Gamma} d\tau$$

$$+ \left\| \left( \int_0^t \psi d\tau - \Pi \int_0^t \psi d\tau \right) \cdot \nu \right\|^2_{0, \Gamma} d\tau \right\} + \delta \left\| \int_0^\tau (\mathcal{P}_h \gamma - \gamma_h) d\xi \right\|^2_{0, \Gamma} d\tau$$

$$+ \delta \left\| \int_0^t (\mathcal{P}_h \gamma - \gamma_h) d\tau \right\|^2_{0, \Gamma}.$$

To bound the last two terms, we consider, for $1 \leq i \leq n$ and any fixed $t \in (0, T]$, the auxiliary problem

$$\varphi - \Delta \varphi = 0, \quad \text{in } \Omega_i, \quad \text{(3.11)}$$

$$\nabla \varphi \cdot \nu_i = \int_0^t \mathcal{Q}_{h,i}(\mathcal{P}_h \gamma - \gamma_h) d\tau, \quad \text{on } \partial \Omega_i. \quad \text{(3.12)}$$

Note that the Neumann boundary data is in $H^{1/2-\varepsilon}(\Omega_i)$ for any $\varepsilon > 0$ and by elliptic regularity

$$\|\varphi\|_{m-\varepsilon, \Omega_i} \leq C \left\| \int_0^t \mathcal{Q}_{h,i}(\mathcal{P}_h \gamma - \gamma_h) d\tau \right\|_{m-\varepsilon-3/2, \partial \Omega_i}, \quad 1 \leq m \leq 2. \quad \text{(3.13)}$$
We now integrate in time from 0 to \( t \) and take \( \mathbf{v} = \Pi \nabla \varphi \) in (3.4) to obtain
\[
\left\| \int_0^t Q_{h,i}(P_h \gamma - \gamma_h) \, d\tau \right\|^2_{0, \partial \Omega_i} = - \left( \int_0^t a(\psi - \psi_h) \, d\tau, \Pi \nabla \varphi \right)_{\Omega_i} + \left( \int_0^t (\tilde{D}(s) - \tilde{D}(s_h)) \, d\tau, \varphi \right)_{\Omega_i}
+ \left( \int_0^t a(\beta(s) - \beta(s_h)) \, d\tau, \Pi \nabla \varphi \right)_{\Omega_i} + \left( \int_0^t Q_{h,i}(P_h \gamma - \gamma_h) \, d\tau, \nabla \varphi \cdot \nu_i \right)_{\partial \Omega_i}
\]
\[
= T_7 + T_8 + T_9 + T_{10}.
\tag{3.14}
\]
We bound the terms on the right-hand side of (3.14) as follows. For any \( \delta > 0 \),
\[
|T_7| \leq C \left\| \int_0^t (\psi - \psi_h) \, d\tau \right\|^2_{0, \Omega_i} + \delta \left( \| \nabla \varphi \|^2_{\tau, \Omega_i} + \| \nabla \varphi \cdot \nu \|^2_{0, \Omega_i} \right),
\]
\[
|T_8| \leq C \left\| \int_0^t D(s) - D(s_h) \, d\tau \right\|^2_{0, \Omega_i} + \delta \left\| \int_0^t Q_{h,i}(P_h \gamma - \gamma_h) \, d\tau \right\|^2_{0, \partial \Omega_i},
\]
\[
|T_9| \leq C \left\| \int_0^t (s - s_h, D(s) - D(s_h)) \, d\tau \right\|^2_{0, \partial \Omega_i} + \delta \left\| \int_0^t Q_{h,i}(P_h \gamma - \gamma_h) \, d\tau \right\|^2_{0, \partial \Omega_i},
\]
\[
|T_{10}| \leq C \left\| \int_0^t P_h \gamma - \gamma \right\|^2_{0, \partial \Omega_i} d\tau + \delta \left\| \int_0^t Q_{h,i}(P_h \gamma - \gamma_h) \, d\tau \right\|^2_{0, \partial \Omega_i}.
\]
Combining together (3.14), the bounds on \( T_7-T_{10} \), and (H1), we obtain
\[
\left\| \int_0^t (P_h \gamma - \gamma_h) \, d\tau \right\|^2_{0, \Gamma}
\leq C \left\{ \left\| \int_0^t \psi \, d\tau - \Pi \int_0^t \psi \, d\tau \right\|^2_{0} + \| \Phi(t) \|^2_{0} + \int_0^t \| D(s) - D(s_h) \|^2_{0} \, d\tau
+ \int_0^t (s - s_h, D(s) - D(s_h)) \, d\tau + \int_0^t \| P_h \gamma - \gamma \|^2_{0, \Gamma} \, d\tau \right\}.
\tag{3.15}
\]
Combining (3.10), the bounds on \( T_1-T_3 \), (3.15), and using (2.5) and Gronwall’s inequality, we arrive at the following result.

**Theorem 3.1.** Assume that (2.4)-(2.8) and (H1) hold. For the semi-discrete mixed finite element approximation (2.16)-(2.18) of problem (2.1)-(2.3), there exists a positive constant \( C \) such that, for every \( t \in [0,T] \),
\[
\int_0^t (s - s_h, D(s) - D(s_h)) \, d\tau + \left\| \int_0^t (\psi - \psi_h) \, d\tau \right\|^2_{0}
\]
\[ \leq C \left\{ \int_0^t \| \dot{s} - s \|_0^2 \, dt + \left\| \Pi \int_0^t \psi \, d\tau - \int_0^t \psi \, d\tau \right\|_0^2 \right\} \\
+ h^{-1} \int_0^t \| \gamma - \mathcal{P}_h \gamma \|_{0, \Gamma}^2 \, dt + \left\| \left( \int_0^t \psi \, d\tau - \Pi \int_0^t \psi \, d\tau \right) \cdot \nu \right\|_{0, \Gamma}^2 \\
+ \int_0^t \left\| \frac{\partial}{\partial \tau} \left( \int_0^\tau \psi \, d\xi - \Pi \int_0^\tau \psi \, d\xi \right) \right\|_0^2 \, d\tau \\
+ \int_0^t \left\| \frac{\partial}{\partial \tau} \left( \int_0^\tau \psi \, d\xi - \Pi \int_0^\tau \psi \, d\xi \right) \cdot \nu \right\|_{0, \Gamma}^2 \, d\tau \right\}. \]

Theorem 3.1. bounds the size of \( \| D(s) - D(s_h) \|_0 \) by (2.5). It also allows us to derive a bound on \( \| s - s_h \|_{-1} \), where \( \| \cdot \|_{-1} \) is the \( H^{-1}(\Omega) \)-norm defined by

\[ \| \cdot \|_{-1} = \sup_{\varphi \in H^1(\Omega)} \frac{(\cdot, \varphi)}{\| \varphi \|_1}. \]

**Theorem 3.2.** Assume that (2.4)–(2.8) and (H1) hold. For the semi-discrete mixed finite element approximation (2.16)–(2.18) of problem (2.1)–(2.3), there exists a positive constant \( C \) such that, for every \( t \in [0, T] \),

\[ \| s(\cdot, t) - s_h(\cdot, t) \|_{-1}^2 \]

\[ \leq C \left\{ h^2 \| \dot{s} - s \|_0^2 + \int_0^t \| \dot{s} - s \|_0^2 \, dt + \left\| \Pi \int_0^t \psi \, d\tau - \int_0^t \psi \, d\tau \right\|_0^2 \right\} \\
+ h^{-1} \int_0^t \| \gamma - \mathcal{P}_h \gamma \|_{0, \Gamma}^2 \, dt + \left\| \left( \int_0^t \psi \, d\tau - \Pi \int_0^t \psi \, d\tau \right) \cdot \nu \right\|_{0, \Gamma}^2 \\
+ \int_0^t \left\| \frac{\partial}{\partial \tau} \left( \int_0^\tau \psi \, d\xi - \Pi \int_0^\tau \psi \, d\xi \right) \right\|_0^2 \, d\tau \\
+ \int_0^t \left\| \frac{\partial}{\partial \tau} \left( \int_0^\tau \psi \, d\xi - \Pi \int_0^\tau \psi \, d\xi \right) \cdot \nu \right\|_{0, \Gamma}^2 \, d\tau \right\}. \]

**Proof.** For any \( \varphi \in H^1_0(\Omega) \), we have

\[ (s - s_h, \varphi) = (s - s_h, \varphi - \hat{\varphi}) + (s - s_h, \hat{\varphi}) = (s - \dot{s}, \varphi - \hat{\varphi}) + (s - s_h, \hat{\varphi}). \]

By (3.5) we have that

\[ (s - s_h, \hat{\varphi}) = -\sum_{i=1}^k \left( \nabla \cdot \left( \Pi \int_0^t \psi \, d\tau - \int_0^t \psi_h \, d\tau \right), \hat{\varphi} \right)_{\Omega_i} + \left( \int_0^t \left( \check{q}_w (s) - \check{q}_w (s_h) \right) \, d\tau, \hat{\varphi} \right). \]

For the first term on the right we write

\[ -\sum_{i=1}^k \left( \nabla \cdot \left( \Pi \int_0^t \psi \, d\tau - \int_0^t \psi_h \, d\tau \right), \hat{\varphi} \right)_{\Omega_i} = -\sum_{i=1}^k \left( \nabla \cdot \left( \Pi \int_0^t \psi \, d\tau - \int_0^t \psi_h \, d\tau \right), \varphi \right)_{\Omega_i}. \]
\[
= \sum_{i=1}^{k} \left( \Pi \int_{0}^{t} \psi \, d\tau - \int_{0}^{t} \psi \, d\tau, \nabla \varphi \right)_{\Omega_i} - \sum_{i=1}^{k} \left( \left( \Pi \int_{0}^{t} \psi \, d\tau - \int_{0}^{t} \psi \, d\tau \right) \cdot \nu_i \right)_{\Gamma_i} \]
\[
= \sum_{i=1}^{k} \left( \Pi \int_{0}^{t} \psi \, d\tau - \int_{0}^{t} \psi \, d\tau, \nabla \varphi \right)_{\Omega_i} - \sum_{i=1}^{k} \left( \left( \Pi \int_{0}^{t} \psi \, d\tau - \int_{0}^{t} \psi \, d\tau \right) \cdot \nu_i \right)_{\Gamma_i} \]
\[
- \sum_{i=1}^{k} \left( \int_{0}^{t} (\psi - \psi_h) \cdot \nu_i \, d\tau, \varphi - \mathcal{P}_h \varphi \right)_{\Gamma_i},
\]
using (3.6) for the last equality. Therefore
\[
\|(s - s_h, \varphi)\| \leq C \left\{ h\|s - \hat{s}\|_0 + \left\| \Pi \int_{0}^{t} \psi \, d\tau - \int_{0}^{t} \psi \, d\tau \right\|_0 + \left( \left( \Pi \int_{0}^{t} \psi \, d\tau - \int_{0}^{t} \psi \, d\tau \right) \cdot \nu \right)_{0,\Gamma} \right. \\
\left. + \left\| \int_{0}^{t} (\psi - \psi_h) \, d\tau \right\|_0 + \left( \left( \frac{1}{2} \|s - s_h, D(s) - D(s_h)\| \right)_{1/2} \right) \right\} \|\varphi\|_1,
\]
using that
\[
\|\varphi - \hat{\varphi}\|_0 \leq C h \|\varphi\|_1
\]
for the first term on the right, Lemma 3.1. and
\[
\|\varphi - \mathcal{P}_h \varphi\|_{0,\Gamma_i} \leq C h^{1/2} \|\varphi\|_{1,\Omega_i}
\]
for the fourth term, and (2.8) for the last term. An application of Theorem 3.1. completes the proof. □

4. DISCRETE TIME ERROR ANALYSIS

In this section we present the analysis for the fully discrete scheme (2.19)–(2.21). The following error equations are obtained by subtracting (2.19)–(2.21) from (2.13)–(2.15) for \( t = t^n \).

\[
(a(\psi^n - \psi^h), v)_{\Omega_i} = (D(s^n) - D(s^n_h), \nabla \cdot v)_{\Omega_i},
\]
\[
- (\gamma^n - \gamma^n_h, v \cdot \nu_i)_{\Gamma_i} + (a(\beta(s^n) - \beta(s^n_h)) u^n, v)_{\Omega_i}, \quad v \in V_{h,i}, \quad (4.1)
\]
\[
(s^n - s^n_h, w)_{\Omega_i} + \left( \nabla \cdot \left( \int_{0}^{t^n} \psi \, d\tau - \sum_{j=1}^{n} \psi^j_h \Delta t^j \right) , w \right)_{\Omega_i} \\
= \left( \int_{0}^{t^n} \tilde{q}_w(s) \, d\tau - \sum_{j=1}^{n} \tilde{q}_w(s^j_h) \Delta t^j , w \right)_{\Omega_i} + (s_0 - s_{0,h}, w)_{\Omega_i}, \quad w \in W_{h,i}, \quad (4.2)
\]
\[
\sum_{i=1}^{k} \left( \int_{0}^{t^n} \psi \cdot \nu_i \, d\tau - \sum_{j=1}^{n} \psi^j_h \cdot \nu_i \Delta t^j, \mu \right)_{\Gamma_i} = 0, \quad \mu \in M_h. \quad (4.3)
\]
We now take \( v = \bar{\Phi}^n \equiv \Pi \left( \int_{0}^{t^n} \psi \, d\tau - \sum_{j=1}^{n} \psi^j_h \Delta t^j \right), w = \hat{D}(s^n) - \hat{D}(s^n_h), \) and \( \mu = \mathcal{P}_h \gamma^n - \gamma^n_h, \) to obtain
\[
(s^n - s^n_h, \hat{D}(s^n) - \hat{D}(s^n_h)) + (a(\psi^n - \psi^h), \bar{\Phi}^n)
\]
\[
\begin{align*}
&= \left( \int_0^{t^n} \bar{q}_w(s) \, d\tau - \sum_{j=1}^n \bar{q}_w(s^j_h) \Delta t^j, D(s^n) - D(s^n_h) \right) + (a(\beta(s^n) - \beta(s^n_h))u^n, \Phi^n) \\
&\quad - \sum_{i=1}^k \left< \gamma^n - P_h \gamma^n, \Phi^n \cdot \nu_i \right>_{\Gamma_i} + \sum_{i=1}^k \left< \left( \int_0^{t^n} \psi \, d\tau - \pi \int_0^{t^n} \psi \, d\tau \right) \cdot \nu_i, P_h \gamma^n - \gamma^n_h \right>_{\Gamma_i} \\
&\text{We replace } n \text{ by } j \text{ in the above equation, multiply by } \Delta t^j \text{ and sum on } j. \text{ The first term on the left in (4.4) becomes}
\end{align*}
\]
\[
\sum_{j=1}^n (s^j - s^j_h, D(s^j) - D(s^j_h)) \Delta t^j = \sum_{j=1}^n (s^j - s^j_h, D(s^j) - D(s^j_h)) \Delta t^j - T_1, \tag{4.5}
\]
where
\[
T_1 = -\sum_{j=1}^n (s^j - s^j_h, D(s^j) - D(s^j_h)) \Delta t^j.
\]
To manipulate the terms involving \(\Phi^n\) we rewrite it as
\[
\Phi^n = \Pi \int_0^{t^n} \psi \, d\tau - \int_0^{t^n} \psi \, d\tau + \sum_{j=1}^n \left( \int_{j-1}^{j} \psi \, d\tau - \psi^j \Delta t^j \right) + \sum_{j=1}^n (\psi^j - \psi^j_h) \Delta t^j. \tag{4.6}
\]
Note that \(\Phi^n\) is represented as a sum of an approximation error term, a time discretization error term, and an error term we are trying to bound. Using (4.6), the second term on the left in (4.4) becomes
\[
\sum_{j=1}^n (a(\psi^j - \psi^j_h), \Phi^j) \Delta t^j
\]
\[
= \sum_{j=1}^n (a(\psi^j - \psi^j_h), \sum_{l=1}^j (\psi^j - \psi^j_h) \Delta t^l) \Delta t^j - T_2 - T_3
\]
\[
= \frac{1}{2} \left\| a^{1/2} \sum_{j=1}^n (\psi^j - \psi^j_h) \Delta t^j \right\|_0^2 + \frac{1}{2} \sum_{j=1}^n \left\| a^{1/2} (\psi^j - \psi^j_h) \Delta t^j \right\|_0^2 - T_2 - T_3, \tag{4.7}
\]
where
\[
T_2 = -\sum_{j=1}^n \left( a(\psi^j - \psi^j_h), \Pi \int_0^{t^j} \psi \, d\tau - \int_0^{t^j} \psi \, d\tau \right) \Delta t^j,
\]
\[
T_3 = -\sum_{j=1}^n \left( a(\psi^j - \psi^j_h), \sum_{l=1}^j \left( \int_{l-1}^{l} \psi \, d\tau - \psi^l \Delta t^l \right) \right) \Delta t^j.
\]
For the second equality in (4.7) we used the well known identity, for any sequence \(\{\alpha_j\}^n\)
\[
\left( \sum_{j=1}^n \alpha_j \right)^2 + \sum_{j=1}^n \alpha_j^2 = 2 \sum_{j=1}^n \left( \alpha_j \sum_{l=1}^j \alpha_l \right).
\]
Combining (4.4), (4.5), and (4.7), we arrive at
\[
\sum_{j=1}^{n}(s^j - s^j_h, D(s^j) - D(s^j_h))\Delta t^j + \frac{1}{2} \left\| a^{1/2} \sum_{j=1}^{n}(\psi^j - \psi_h^j)\Delta t^j \right\|_{0}^2 + \frac{1}{2} \sum_{j=1}^{n} \| a^{1/2} (\psi^j - \psi_h^j)\Delta t^j \|^2 = \sum_{m=1}^{7} T_m, \tag{4.8}
\]
where
\[
T_4 = \sum_{j=1}^{n} \left( \int_0^{t^j} \tilde{q}_w(s) \, d\tau - \sum_{l=1}^{j} \tilde{q}_w(s^l_h) \Delta t^l, \tilde{D}(s^j) - \tilde{D}(s^j_h) \right) \Delta t^j,
\]
\[
T_5 = \sum_{j=1}^{n} (a(\beta(s^j) - \beta(s^j_h)) n^j, \overline{\Phi}^j) \Delta t^j,
\]
\[
T_6 = - \sum_{j=1}^{n} \sum_{i=1}^{k} \left\langle \gamma^j - \mathcal{P}_h \gamma^j, \mathcal{P}_h \cdot \nu_{i} \right\rangle_{\Gamma} \Delta t^j,
\]
\[
T_7 = \sum_{j=1}^{n} \sum_{i=1}^{k} \left( \left( \int_0^{t^j} \psi \, d\tau - \Pi \int_0^{t^j} \psi \, d\tau \right) \cdot \nu_{i}, \mathcal{P}_h \gamma^j - \gamma^j_h \right)_{\Gamma} \Delta t^j.
\]
We next bound the terms \(T_m, m = 1, \ldots, 7\). For any \(\delta > 0\) we have
\[
|T_1| \leq C \sum_{j=1}^{n} \| \tilde{s}^j - s^j_h \|^2 \Delta t^j + \delta \sum_{j=1}^{n} \| D(s^j) - D(s^j_h) \|^2 \Delta t^j,
\]
\[
|T_4| \leq C \sum_{j=1}^{n} \left\| \sum_{l=1}^{j} \tilde{q}_w(s) \, d\tau - \sum_{l=1}^{j} \tilde{q}_w(s^l_h) \Delta t^l \right\|_{0}^2 + \sum_{l=1}^{j} (s^j - s^j_h, D(s^j) - D(s^j_h)) \Delta t^l \Delta t^l + \delta \sum_{j=1}^{n} \| D(s^j) - D(s^j_h) \|^2 \Delta t^j,
\]
\[
|T_5| \leq \delta \sum_{j=1}^{n} (s^j - s^j_h, D(s^j) - D(s^j_h)) \Delta t^j + C \sum_{j=1}^{n} \| \overline{\Phi}^j \|^2 \Delta t^j,
\]
\[
|T_6| \leq C \sum_{j=1}^{n} \left\{ h^{-1} \| \gamma^j - \mathcal{P}_h \gamma^j \|^2 \|_{0, \Gamma} + \| \overline{\Phi}^j \|^2 \right\} \Delta t^j,
\]
where we used (2.8) for the bound of \(T_4\), (2.7) for the bound of \(T_5\), and Lemma 3.1. for the bound of \(T_6\). To bound the rest of the terms we need the following discrete integration by parts identity. For sequences \(\{A_j\}_{j=0}^{n}\) and \(\{\beta_j\}_{j=0}^{n}\),
\[
\sum_{j=0}^{n-1} A_j (\beta_{j+1} - \beta_j) = - \sum_{j=1}^{n} (A_j - A_{j-1}) \beta_j + A_n \beta_n - A_0 \beta_0. \tag{4.9}
\]
We will apply (4.9) for \(A_j = \sum_{i=1}^{j} \alpha_i\), where \(\{\alpha_j\}_{j=1}^{n}\) is another sequence. In this case \(A_0 = 0\) and (4.9) leads to
\[
\sum_{j=1}^{n} \alpha_j \beta_j = - \sum_{j=1}^{n-1} \sum_{i=1}^{j} \alpha_i (\beta_{j+1} - \beta_j) + \sum_{j=1}^{n} \alpha_j \beta_n. \tag{4.10}
\]
To estimate $T_2$, we apply (4.10) with $\alpha_j = a(p^j - p_h^j)\Delta t^j$ and $\beta_j = \Pi \int_0^{t_n} \psi \, d\tau - \int_0^{t_n} \psi \, d\tau$.

$$T_2 = \sum_{j=1}^{n-1} \left( \sum_{i=1}^{j} a(p^j - p_h^j)\Delta t^j, \frac{1}{\Delta t^{i+1}} \left( \Pi \int_0^{t_{i+1}} \psi \, d\tau - \int_0^{t_{i+1}} \psi \, d\tau \right) \Delta t^{i+1} \right)$$

$$- \left( \sum_{j=1}^{n} a(p^j - p_h^j)\Delta t^j, \Pi \int_0^{t_n} \psi \, d\tau - \int_0^{t_n} \psi \, d\tau \right)$$

$$\leq C_1 \sum_{j=1}^{n-1} \left( \sum_{i=1}^{j} a(p^j - p_h^j)\Delta t^j \right)^2 \Delta t^i$$

$$+ \sum_{j=1}^{n-1} \left( \frac{1}{\Delta t^{i+1}} \left( \Pi \int_0^{t_{i+1}} \psi \, d\tau - \int_0^{t_{i+1}} \psi \, d\tau \right) \right)^2 \Delta t^{i+1}$$

$$+ \delta \sum_{j=1}^{n} a(p^j - p_h^j)\Delta t^j + C \left( \Pi \int_0^{t_n} \psi \, d\tau - \int_0^{t_n} \psi \, d\tau \right)^2,$$

where we assumed that there exists a constant $C > 0$ such that

$$\Delta t^{i+1} \leq C_1 \Delta t^i, \quad 1 \leq j \leq N - 1. \quad (4.11)$$

Similarly,

$$|T_3| \leq C_1 \sum_{j=1}^{n-1} \left( \sum_{i=1}^{j} a(p^j - p_h^j)\Delta t^i \right)^2 \Delta t^j$$

$$+ \sum_{j=1}^{n-1} \left( \frac{1}{\Delta t^{i+1}} \left( \int_0^{t_{i+1}} \psi \, d\tau - p_h^j \Delta t^{i+1} \right) \right)^2 \Delta t^{i+1}$$

$$+ \delta \sum_{j=1}^{n} a(p^j - p_h^j)\Delta t^j + C \left( \int_0^{t_n} \psi \, d\tau - \sum_{j=1}^{n} \psi^j \Delta t^j \right)^2,$$

and

$$|T_4| \leq \delta \sum_{j=1}^{n-1} \left( \sum_{i=1}^{j} (\mathcal{P}_h \gamma^j - \gamma_h^j)\Delta t^i \right)^2 \Delta t^j$$

$$+ C \sum_{j=1}^{n-1} \left( \frac{1}{\Delta t^{i+1}} \left( \int_0^{t_{i+1}} \psi \, d\tau - \Pi \int_0^{t_{i+1}} \psi \, d\tau \right) \right)^2 \Delta t^{i+1}$$

$$+ \delta \sum_{j=1}^{n} (\mathcal{P}_h \gamma^j - \gamma_h^j)\Delta t^j + C \left( \int_0^{t_n} \psi \, d\tau - \Pi \int_0^{t_n} \psi \, d\tau \right) \cdot \nu \right)^2 \Delta t^{i+1}.$$

To further estimate the first and the third terms, we consider, for $1 \leq i \leq k$ and any fixed $1 \leq n \leq N$, the auxiliary problem

$$\varphi - \Delta \varphi = 0, \quad \text{in } \Omega_i, \quad (4.12)$$

$$\nabla \varphi \cdot \nu = \sum_{j=1}^{n} \mathcal{Q}_h \lambda_j (p_h \gamma^j - \gamma_h^j)\Delta t^j, \quad \text{on } \partial \Omega_i, \quad (4.13)$$
Note that the Neumann boundary data is in $H^{1/2-\varepsilon}(\Omega_t)$ for any $\varepsilon > 0$ and by elliptic regularity
\[ \|\varphi\|_{m-\varepsilon,\Omega_t} \leq C \left\| \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{m-\varepsilon-3/2,\partial\Omega_t}, \quad 1 \leq m \leq 2. \] (4.14)

We now replace $n$ by $j$ in (4.1), multiply by $\Delta t^j$, sum on $1 \leq j \leq n$, and take $v = II\nabla \varphi$ to obtain
\[
\left\| \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{0,\partial\Omega_t}^2
= - \left( \sum_{j=1}^{n} a(\psi^j - \psi^j_h) \Delta t^j, II\nabla \varphi \right)_{\Omega_t} + \left( \sum_{j=1}^{n} (D(s) - \widetilde{D}(s)) \Delta t^j, \varphi \right)_{\Omega_t}
+ \left( \sum_{j=1}^{n} a(\beta(s^j) - \beta(s^j_h)) u^j \Delta t^j, II\nabla \varphi \right)_{\Omega_t} + \left( \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j, \nabla \varphi \cdot \nu \right)_{\partial\Omega_t}
= T_8 + T_9 + T_{10} + T_{11}. \] (4.15)

We now have, for any small generic constant $\delta > 0$,
\[
|T_8| \leq C \left\| \sum_{j=1}^{n} (\psi^j - \psi^j_h) \Delta t^j \right\|_{0,\partial\Omega_t}^2 + \delta \left\| II\nabla \varphi \right\|_{0,\Omega_t}^2
\leq C \left\| \sum_{j=1}^{n} (\psi^j - \psi^j_h) \Delta t^j \right\|_{0,\partial\Omega_t}^2 + \delta(\|\nabla \varphi\|_{\partial\Omega_t}^2 + \|\nabla \cdot \nabla \varphi\|_{0,\Omega_t}^2)
\leq C \left\| \sum_{j=1}^{n} (\psi^j - \psi^j_h) \Delta t^j \right\|_{0,\Omega_t}^2 + \delta \left\| \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{0,\partial\Omega_t},
\]
using (3.3) for the second inequality and (4.14) for the third inequality. Similarly,
\[
|T_9| \leq C \left\| \sum_{j=1}^{n} ||D(s) - D(s_h)||_{0,\Omega_t}^2 \Delta t^j + \delta \left\| \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{0,\partial\Omega_t},
\]
\[
|T_{10}| \leq C \left\| \sum_{j=1}^{n} (s - s_h, D(s) - D(s_h))_{\Omega_t} \Delta t^j + \delta \left\| \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{0,\partial\Omega_t},
\]
\[
|T_{11}| \leq C \left\| \sum_{j=1}^{n} ||P_h \gamma^j - \gamma^j||_{0,\partial\Omega_t}^2 \Delta t^j + \delta \left\| \sum_{j=1}^{n} Q_{h,i}(P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{0,\partial\Omega_t}.
\]

Combining (4.15), the bounds on $T_8 - T_{11}$, and (H1), we conclude that
\[
\left\| \sum_{j=1}^{n} (P_h \gamma^j - \gamma^j_h) \Delta t^j \right\|_{0,\Omega_t}^2 \leq C \left\{ \left\| \sum_{j=1}^{n} (\psi^j - \psi^j_h) \Delta t^j \right\|_{0,\Omega_t}^2 + \sum_{j=1}^{n} ||D(s^j) - D(s^j_h)||_{0,\Omega_t}^2 \Delta t^j \right\}.
\]
\[ + \sum_{j=1}^{n} (s^{j} - s_{h}^{j}, D(s^{j}) - D(s_{h}^{j})) \Delta t^{j} + \sum_{j=1}^{n} \| P_{h} \gamma^{j} - \gamma^{j} \|_{0,1}^{2} \Delta t^{j} \}\).  \hspace{1cm} (4.16)\]

Putting together (4.8), the bounds on \(T_{1} - T_{3}\), (4.16), manipulating \(\Phi^{j}\) in \(T_{5}\) and \(T_{6}\) as in (4.6), applying (2.5) and the discrete Gronwall's inequality, we obtain the following estimate.

**Theorem 4.1.** Assume that (2.4)-(2.8) and (H1) hold, and that there exists a constant \(C_{1} > 0\) such that

\[ \Delta t^{j+1} \leq C_{1} \Delta t^{j}, \hspace{0.5cm} 1 \leq j \leq N - 1. \]

For the fully discrete mixed finite element approximation (2.19)-(2.21) of (2.1)-(2.3), there exists a positive constant \(C\) such that, for any \(1 \leq n \leq N\),

\[
\sum_{j=1}^{n} (s^{j} - s_{h}^{j}, D(s^{j}) - D(s_{h}^{j})) \Delta t^{j} + \sum_{j=1}^{n} \| (\psi^{j} - \psi_{h}^{j}) \Delta t^{j} \|_{0}^{2} + \sum_{j=1}^{n} \| P_{h} \gamma^{j} - \gamma^{j} \|_{0,1}^{2} \Delta t^{j} \leq C \sum_{j=1}^{n} \| \Delta t^{j} \| + \sum_{j=1}^{n} \left( \int_{t_{j-1}}^{t_{j}} \hat{q}_{w}(s) d\tau - \hat{q}_{w}(s^{j}) \Delta t^{j} \right) \|_{0}^{2} + \frac{1}{\Delta t^{j}} \left( \int_{t_{j-1}}^{t_{j}} \psi d\tau - \psi_{j} \Delta t^{j} \right) \|_{0}^{2} + \frac{1}{\Delta t^{j}} \left( \int_{t_{j-1}}^{t_{j}} \psi d\tau - \psi_{j} \Delta t^{j} \right) \cdot \nu \|_{0,\Gamma}^{2} + h^{-1} \| \gamma^{j} - \gamma^{j} \|_{0,\Gamma}^{2} \Delta t^{j}. \]

The following theorem can be shown as in the proof of Theorem 3.2.

**Theorem 4.2.** Under the assumptions of Theorem 4.1., there exists a positive constant \(C\) such that, for any \(1 \leq n \leq N\),

\[ \| s^{n} - s_{h}^{n} \|_{1}^{2} \leq C \sum_{j=1}^{n} \| \Delta t^{j} \| + \sum_{j=1}^{n} \left( \int_{t_{j-1}}^{t_{j}} \hat{q}_{w}(s) d\tau - \hat{q}_{w}(s^{j}) \Delta t^{j} \right) \|_{0}^{2} + h^{-1} \| \gamma^{j} - \gamma^{j} \|_{0,\Gamma}^{2} \]

\[ + \frac{1}{\Delta t^{j}} \left( \int_{t_{j-1}}^{t_{j}} \psi d\tau - \psi_{j} \Delta t^{j} \right) \|_{0}^{2} + \frac{1}{\Delta t^{j}} \left( \int_{t_{j-1}}^{t_{j}} \psi d\tau - \psi_{j} \Delta t^{j} \right) \cdot \nu \|_{0,\Gamma}^{2} + \frac{1}{\Delta t^{j}} \left( \int_{t_{j-1}}^{t_{j}} \psi d\tau - \psi_{j} \Delta t^{j} \right) \cdot \nu \|_{0,\Gamma}^{2} \Delta t^{j} + Ch^{2} \| s^{n} - s_{h}^{n} \|_{0}^{2}. \]

**Remark 4.1.** The estimates from Theorems 3.1.-4.2. bound the discretization error by optimal order approximation terms in time or space. The term \(h^{-1/2} \| \gamma - P_{h} \gamma \|_{0,\Gamma}\) provides approximation of order \(h^{1/2}\) higher than the other terms, assuming enough regularity of \(\gamma\), since the functions in \(\Lambda_{h}\) are piece-wise polynomials of one degree higher than these in \(V_{h} \cdot \nu\).
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