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Abstract. We obtain an array of consistency results concerning trees and stationary reflection at double successors of regular cardinals $\kappa$, updating some classical constructions in the process. This includes models of $\text{CSR}(\kappa^{++}) \land \text{TP}(\kappa^{++})$ (both with and without $\text{AP}(\kappa^{++})$) and models of the conjunctions $\text{SR}(\kappa^{++}) \land \text{wTP}(\kappa^{++}) \land \text{AP}(\kappa^{++})$ and $\neg\text{AP}(\kappa^{++}) \land \text{SR}(\kappa^{++})$ (the latter was originally obtained in joint work by Krueger and the first author [8], and is here given using different methods). Analogs of these results with the failure of $\text{SH}(\kappa^{++})$ are given as well. Finally, we obtain all of our results with an arbitrarily large $2^{\kappa}$, applying recent joint work by Honzik and the third author.

1. Introduction

The study of compactness properties of successor cardinals is a prominent theme in set theory. Much of this research concerns the consistency strength required to obtain certain combinations of these properties. In this paper, we will consider variants of the tree property together with variants of the stationary reflection property at double successors of regular cardinals, and we will construct models using optimal large cardinal hypotheses. Our results will all use some variant of Mitchell forcing. Throughout the paper, we will divide these results into those which require weakly compact cardinals and those which require Mahlo cardinals.

Mitchell and Silver proved that if $\lambda$ is a weakly compact cardinal, then for every regular $\kappa < \lambda$, there is a forcing extension in which $\lambda = \kappa^{++}$ and $\text{TP}(\kappa^{++})$ holds [19]. (Exact definitions of these combinatorial principles are given below in Section 2.1.) It is known that $\text{SR}(\kappa^{++})$ holds in Mitchell’s model of the tree property [5], although $\text{CSR}(\kappa^{++})$ fails. On the other hand, Magidor proved in [18] that assuming the existence of a weakly compact $\lambda$ and a regular $\kappa < \lambda$, there is a forcing extension in which $\text{CSR}(\kappa^{++})$ holds. In Magidor’s model, $\text{wTP}(\kappa^{++})$
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The first author proved results that were independently obtained by the second and third author using slightly different methods. In particular, Theorem 1.1 was obtained independently by the second and third authors on the one hand and by the first author (in joint work with Omer Ben-Neria) on the other. When we found out about this, we decided to work together to shape our work into a cohesive statement, combining material as necessary. Theorems 1.2 and 1.3 are in the first author’s thesis.

The second author was supported by FWF Grant #28157. The third author was partially supported by FWF/GACR grant Compactness principles and combinatorics (19-29633L).

1If $\lambda, \kappa$ are regular with $\lambda > \kappa^{++}$, we can find a stationary subset $S$ of $\lambda \cap \text{cof}(\kappa)$ and a stationary subset $A$ of $\lambda \cap \text{cof}(\kappa^{+})$ such that $S$ does not reflect at any point of $A$ (see Jech, Exercise 23.12 [15]). If $\lambda$ is weakly compact, then $\mathcal{M}(\kappa, \lambda)$ is $\lambda$-cc, so $S$ and $A$ are still stationary in the extension. Since $\kappa$ and $\kappa^{+}$ are preserved by Mitchell forcing, we see that $S \subseteq \kappa^{++} \cap \text{cof}(\kappa)$ and $A \subseteq \kappa^{++} \cap \text{cof}(\kappa^{+})$ in $V[\mathcal{M}(\kappa, \lambda)]$, moreover $S$ cannot reflect at any point of $A$.
fails because $2^\kappa = \kappa^+$. Mitchell and Silver as well as Magidor showed that their respective results require a weakly compact cardinal.

This raises the natural question of whether $\text{TP}(\kappa^{++})$ and $\text{CSR}(\kappa^{++})$ can be obtained simultaneously, and moreover whether a weakly compact cardinal is sufficient for this purpose. We prove in this paper that one can indeed obtain both properties from a weakly compact cardinal:

**Theorem 1.1.** Assume that $\kappa$ is regular with $\kappa^{<\kappa} = \kappa$ and $\lambda > \kappa$ is a weakly compact cardinal. Then there is a model where $\lambda = \kappa^{++}$ and both $\text{TP}(\kappa^{++})$ and $\text{CSR}(\kappa^{++})$ hold, and $\text{AP}(\kappa^{++})$ holds as well.

In order to prove Theorem 1.1, we force with Mitchell forcing followed by an iteration of club-adding posets. This requires us to show that the Mitchell poset has an absorption property similar to but distinct from that of the Lévy collapse. The variant of Mitchell forcing used for proving Theorem 1.1 in fact forces $\text{AP}(\kappa^{++})$, and although there are alternate versions that force $\text{AP}(\kappa^{++})$ to fail [5], it is unclear whether they have an absorption property. Therefore we employ a guessing variant of Mitchell forcing—similar to the one used by Cummings and Foreman [4] and used by the first author in his thesis [9]—to obtain a similar model in which $\text{AP}(\kappa^{++})$ fails. Variations of Mitchell forcing with guessing were introduced by Abraham [1].

**Theorem 1.2.** Assume that $\kappa$ is regular with $\kappa^{<\kappa} = \kappa$ and $\lambda > \kappa$ is a weakly compact cardinal. Then there is a model where $\lambda = \kappa^{++}$ and where $\text{CSR}(\kappa^{++}) \land \text{TP}(\kappa^{++}) \land \neg \text{AP}(\kappa^{++})$ holds. (In particular, $\text{TP}(\kappa^{++})$ fails.)

We next obtain a similar result with the failure of the Suslin hypothesis—recall that the Suslin hypothesis fails if a Suslin tree does in fact exist. Since the existence of Suslin trees is a typical consequence of square principles, which also imply the failure of various forms of stationary reflection, one can view the failure of the Suslin hypothesis as being naturally in tension with stationary reflection properties. Nonetheless, we find that there is compatibility here.

**Theorem 1.3.** Assume that $\kappa$ is regular with $\kappa^{<\kappa} = \kappa$ and $\lambda > \kappa$ is a weakly compact cardinal. Then there is a model in which $\lambda = \kappa^{++}$ and in which $\text{CSR}(\kappa^{++}) \land \neg \text{SH}(\kappa^{++}) \land \neg \text{AP}(\kappa^{++})$ holds. (In particular, $\text{TP}(\kappa^{++})$ fails.)

Upon reading through our construction, the reader may observe that one could use the standard Lévy collapse in the construction to obtain the conjunction of $\neg \text{SH}(\kappa^{++})$ with $\text{CSR}(\kappa^{++})$, but it is the failure of $\text{AP}(\kappa^{++})$ for which our use of Mitchell forcing is needed.

We proceed to consider compactness properties that can be obtained from Mahlo cardinals. Harrington and Shelah showed that $\text{SR}(\kappa^{++})$ is equiconsistent with a Mahlo cardinal [12], and Mitchell and Silver showed that $\text{wTP}(\kappa^{++})$ is also equiconsistent with a Mahlo cardinal [19]. We simultaneously achieve both properties from a Mahlo cardinal, together with the approachability property, using techniques similar to those used to prove Theorem 1.1.

**Theorem 1.4.** Assume that $\kappa$ is regular with $\kappa^{<\kappa} = \kappa$ and $\lambda > \kappa$ is a Mahlo cardinal. Then there is a model in which $\lambda = \kappa^{++}$ and in which $\text{wTP}(\kappa^{++})$, $\text{SR}(\kappa^{++})$, and $\text{AP}(\kappa^{++})$ all hold.

It is well-known that the failure of $\text{AP}(\mu^+)$ implies $\text{wTP}(\mu^+)$ for an arbitrary cardinal $\mu$ using the equivalence of $\text{wTP}(\mu^+)$ with the failure of weak square $\square^*_\mu$. 
and the fact that $\Box^*_\mu$ implies $\text{AP}(\mu^+)$. Krueger and the first author constructed a model with $\text{SR}(\aleph_2)$ and the failure of $\text{AP}(\aleph_2)$ from a Mahlo cardinal [8], so in their model $\text{wTP}(\aleph_2)$ holds. More specifically, they use a disjoint stationary sequence on $\aleph_2$ (for the definition see [8]) because this notion is amenable to preservation theorems. However, Theorem 1.4 separates $\text{wTP}(\kappa^{++})$ and $\neg\text{AP}(\kappa^{++})$ in the presence of $\text{SR}(\kappa^{++})$.

Using the guessing variant of Mitchell forcing employed for proving Theorem 1.2, together with an application of the principle $\Diamond^\lambda(\text{Reg})$, we show that we can modify the proof of Theorem 1.4 to obtain the result of Krueger and the first author without using disjoint stationarity.

**Theorem 1.5.** Assume that $\kappa$ is regular with $\kappa^{<\kappa} = \kappa$ and $\lambda > \kappa$ is a Mahlo cardinal. Then there is a model in which $\lambda = \kappa^{++}$ and in which $\text{SR}(\kappa^{++})$ holds and $\text{AP}(\kappa^{++})$ fails.

These techniques can also be used to obtain a Mahlo analog of Theorem 1.3:

**Theorem 1.6.** Assume that $\kappa$ is regular with $\kappa^{<\kappa} = \kappa$ and $\lambda > \kappa$ is a Mahlo cardinal. Then there is a model in which $\lambda = \kappa^{++}$ and $\text{SR}(\kappa^{++}) \land \neg\text{SH}(\kappa^{++}) \land \neg\text{AP}(\kappa^{++})$ holds.

Our above-mentioned models all have the property that $2^\kappa = \kappa^{++}$. We end the paper by showing that we can in fact obtain both results with large $2^\kappa$.

**Theorem 1.7.** There are models for the conclusions of Theorems 1.1, 1.2, and 1.3 in which $2^\kappa = \mu > \lambda$, for arbitrary $\mu$ of cofinality greater than $\kappa$.

**Theorem 1.8.** There are models for the conclusions of Theorems 1.4, 1.5, and 1.6 in which $2^\kappa = \mu > \lambda$ for arbitrary $\mu$ of cofinality greater than $\kappa$.

In their paper, Krueger and the first author obtain their result with a large continuum by using an unpublished preservation theorem of Neeman for showing that the Cohen forcing at $\aleph_0$ does not destroy $\text{SR}(\aleph_2)$ [8]. However, Neeman’s proof does not seem to generalize to Cohen forcing at an arbitrary regular $\kappa > \omega$. We overcame this obstacle by using a preservation theorem by Honzik and the third author (see [14]). This preservation theorem comes with an analog used to prove Theorem 1.7.

This paper will be organized as follows: Section 2 will cover background; Section 3 will deal with our modest attempts to improve and bolster existing techniques for dealing with forcing quotients; in Section 4 we will prove the results that require weakly compact cardinals; in Section 5 we will prove the results that require Mahlo cardinals; and finally in Section 6 we will show how to obtain our results with large $2^\kappa$. Some of the presented arguments will become routine over the course of the paper. We will present earlier versions in detail and later versions with reference to the earlier ones.

2. **Background**

We assume that the reader is familiar with the basics of forcing [15].

2.1. **Basic Definitions.** Here we explicitly define our basic compactness concepts, and clarify the notation we use for them.

**Definition 2.1.**
(1) We say that a regular cardinal \( \lambda \) has the tree property, denoted \( \text{TP}(\lambda) \), if every tree of height \( \lambda \) and with levels of size \( < \lambda \) has a cofinal branch.

(2) Let \( \mu \) be an infinite cardinal and let \( T \) be a tree of height \( \mu^+ \) with levels of size \( \leq \mu \). We say that \( T \) is a special \( \mu^+ \)-Aronszajn tree if there is a function \( f : T \rightarrow \mu \) such that if \( x \) and \( y \) are elements of the tree that are related in the ordering of the tree, then \( f(x) \neq f(y) \).

(3) The weak tree property, denoted \( \text{wTP}(\mu^+) \), holds at \( \mu^+ \) for some infinite cardinal \( \mu \) if there are no special \( \mu^+ \)-Aronszajn trees.

**Definition 2.2.** Assume that \( \mu \) is regular.\(^2\)

1. The stationary reflection property at \( \mu^+ \) is denoted \( \text{SR}(\mu^+) \), and it holds if for every stationary subset \( S \subseteq \mu^+ \cap \text{cof}(\lambda) \), there is some \( \alpha < \mu^+ \) (called a reflection point) of cofinality \( \mu \) such that \( S \cap \alpha \) is stationary in \( \alpha \).

2. The club stationary reflection property at \( \mu^+ \) is denoted \( \text{CSR}(\mu^+) \), and it holds if for every stationary \( S \subseteq \mu^+ \cap \text{cof}(\lambda) \), there is a club \( C \subset \mu^+ \) such that every point \( \alpha \in C \) of cofinality \( \mu \) is a reflection point of \( S \).

**Definition 2.3.** Let \( \lambda \) be regular and let \( \vec{a} = (a_\alpha \mid \alpha < \lambda) \) be a sequence of bounded subsets of \( \lambda \). An ordinal \( \gamma < \lambda \) is approachable with respect to \( \vec{a} \) if there is an unbounded subset \( A \subseteq \gamma \) of order type \( \text{cf}(\gamma) \) such that for all \( \beta < \gamma \) there is \( \alpha < \gamma \) with \( A \cap \beta = a_\alpha \). The approachability property holds at \( \lambda \) if there is a club \( C \subseteq \lambda \) such that every \( \gamma \in C \) is approachable with respect to \( \vec{a} \), and we denote this \( \text{AP}(\lambda) \).

**Fact 2.4.** Suppose \( W \) is a model of ZFC – Powerset and \( \text{AP}(\lambda) \) holds for a regular \( \lambda \). If \( W' \supseteq W \) is an extension such that \( W' \models \text{“}\lambda \text{ is regular”} \), then \( W' \models \text{AP}(\lambda) \).

**Definition 2.5.** If \( \lambda \) is regular, a \( \lambda \)-Suslin tree is a tree \( T \) with height \( \lambda \) and levels of size \( < \lambda \), so that for all antichains \( A \subseteq T \), we have \( |A| < \lambda \). (This is equivalent to saying that the poset \( (T, <_T) \) is \( \lambda \)-cc.) If \( \lambda \) does not carry a Suslin tree, we say that the Suslin hypothesis holds for \( \lambda \), and we denote this \( \text{SH}(\lambda) \).

Every normal \( \lambda \)-Suslin tree is a \( \lambda \)-Aronszajn tree, so \( \text{TP}(\lambda) \) implies \( \text{SH}(\lambda) \).

### 2.2. Mitchell Forcing

All of our results make use of some variant of Mitchell forcing. The classical Mitchell forcing takes the following form:

**Definition 2.6.** Let \( \kappa \) be a regular cardinal and \( \lambda \) an inaccessible cardinal with \( \lambda > \kappa \). The Mitchell forcing at \( \kappa \) of length \( \lambda \), denoted by \( \mathbb{M}(\kappa, \lambda) \), is the set of all pairs \((p, q)\) such that:

1. \( p \) is in \( \text{Add}(\kappa, \lambda) \);
2. \( q \) is a function with \( \text{dom}(q) \subseteq \lambda \) of size at most \( \kappa \);
3. for every \( \beta \in \text{dom}(q) \), \( 1_{\text{Add}(\kappa, \beta)} \vdash q(\beta) \in \text{Add}(\kappa^+, 1) \) where \( \text{Add}(\kappa^+, 1) \) is the canonical \( \text{Add}(\kappa, \beta) \)-name for adding a Cohen subset of \( \kappa^+ \).

A condition \( (p, q) \) is stronger than \( (p', q') \) if:

1. \( p \leq_{\text{Add}(\kappa, \lambda)} p' \);
2. \( \text{dom}(q) \supseteq \text{dom}(q') \) and for every \( \beta \in \text{dom}(q') \), \( p \upharpoonright \beta \vdash q(\beta) \leq q'(\beta) \).

It can be shown that approachability holds in extensions by the classical Mitchell forcing:

**Fact 2.7.** \( [\mathbb{M}(\kappa, \lambda)] \models \text{AP}(\lambda) \).

\(^2\)Alternate forms of these definitions can be applied to inaccessibles or successors of singulars.
Assuming that $\kappa < \lambda$, $\lambda$ is inaccessible, and $\kappa$ is regular, $M(\kappa, \lambda)$ is $\lambda$-Knaster (hence it preserves $\lambda$) and $\kappa$-closed; $M(\kappa, \lambda)$ also collapses cardinals in the open interval $(\kappa^+, \lambda)$. Furthermore, if $\kappa^{<\kappa} = \kappa$, $M(\kappa, \lambda)$ also forces $2^\kappa = \lambda = \kappa^+$. A helpful way to see this, which we will use throughout the paper, is due to an analysis of Abraham. Namely, there is a projection $\pi : Add(\kappa, \lambda) \times \mathbb{U} \to M(\kappa, \lambda)$ where $\mathbb{U}$ is a $\kappa^+$-closed forcing [1]. Note that since $\kappa^{<\kappa} = \kappa$, $Add(\kappa, \lambda)$ is also square-$\kappa^+$-cc, meaning that $Add(\kappa, \lambda) \times Add(\kappa, \lambda)$ has the $\kappa^+$-chain condition. This projection analysis is extremely useful. In particular we find that any downwards-absolute notion that is preserved by a product of a square-$\kappa^+$-cc forcing with a $\kappa^+$-closed forcing is also preserved by $M(\kappa, \lambda)$. In particular, one obtains the preservation of $\kappa^+$ by Easton’s Lemma:

**Fact 2.8.** (Easton) Let $\kappa > \aleph_0$ be a regular cardinal, and assume that $P$ and $Q$ are forcing notions, where $P$ is $\kappa$-cc and $Q$ is $\kappa$-closed. Then the following hold:

1. $Q$ forces that $P$ is $\kappa$-cc.
2. $P$ forces that $Q$ is $\kappa$-distributive.

Furthermore, $M(\kappa, \lambda)$ preserves stationary subsets of $\mu \cap \text{cof}(\leq \kappa)$ for regular $\mu \geq \kappa^+$ by the following two facts and Fact 2.8(1):

**Fact 2.9.** Let $\lambda$ be regular. If $P$ is $\lambda$-cc, then it preserves stationary subsets of $\lambda$.

**Fact 2.10.** Let $\lambda = \kappa^{++}$ and let $P$ be $\kappa^+$-closed. If $S \subseteq \lambda \cap \text{cof}(\leq \kappa)$ is stationary, then $P$ preserves the stationarity of $S$.

There are natural projections from the Mitchell forcing of length $\lambda$ to Mitchell forcings of shorter lengths. If $\delta < \lambda$ is inaccessible and $G$ is $M(\kappa, \delta)$-generic, we write $M(\kappa, \lambda)/G$ to represent the natural quotient. These projections also commute with Abraham’s projection analysis. More precisely, in $V[G]$, $M(\kappa, \lambda)/G$ is (a dense subset of) a projection of the product of a square-$\kappa^+$-cc forcing with a $\kappa^+$-closed forcing. Because $V[G] \models \text{“}2^\kappa = \delta\text{“}$, it follows that $M(\kappa, \lambda)/G$ does not add cofinal branches to $\mu$-trees over $V[G]$ for $\kappa^+ \leq \mu \leq \delta$ by the following two facts:

**Fact 2.11 (Silver).** Let $\kappa$ be regular, let $\delta$ be an ordinal of cofinality at least $\kappa^+$, and let $P$ be $\kappa^+$-closed. If $T$ is a tree of height $\delta$ and levels of size $< 2^\kappa$, then forcing with $P$ does not add cofinal branches to $T$.

**Fact 2.12.** [6, 24] Let $\lambda$ be regular, and let $P$ be square-$\lambda$-cc. If $T$ is a tree of height $\lambda$, then forcing with $P$ does not add cofinal branches to $T$.

If we combine these two facts with Easton’s Lemma, we find that forcing with a product of a square-$\kappa^+$-cc forcing with a $\kappa^+$-closed forcing does not add cofinal branches to a tree of height of cofinality at least $\kappa^+$ with levels of size $< 2^\kappa$.

Hence we have the following preservation properties for these quotients:

**Fact 2.13.** Suppose $\kappa^{<\kappa} = \kappa < \lambda$ and that $P = M(\kappa, \lambda)/G$ where $G$ is $M(\kappa, \delta)$-generic for inaccessible $\delta < \lambda$.

1. $P$ preserves $\kappa^+$.
2. $P$ does not add cofinal branches to $\mu$-trees if $\kappa^+ \leq \mu \leq \delta$.
3. $P$ preserves stationary subsets of $\mu \cap \text{cof}(\leq \kappa)$ if $\kappa^+ \leq \mu \leq \delta$.

---

3This item should be read in light of the fact that $\kappa^{++} \cap \text{cof}(\leq \kappa) \in I[\kappa^{++}]$ by [2].
2.3. Large Cardinals and Lifting Embeddings. As mentioned in the introduction, large cardinals are necessary to obtain our results.

Definition 2.14. An uncountable cardinal $\lambda$ is Mahlo if it is inaccessible and the set of all regular cardinals below $\lambda$ is stationary in $\lambda$.

Definition 2.15. If $j: M \rightarrow N$ is an elementary embedding between transitive sets, we say that $\delta$ is its critical point if $\delta$ is the least ordinal such that $j(\delta) > \delta$.

Definition 2.16. [3] An uncountable cardinal $\lambda$ is weakly compact if for every transitive set $M$ of size $\lambda$ such that $\lambda \in M$ and $\lambda^M \subseteq M$, there is an elementary embedding $j: M \rightarrow N$ with critical point $\lambda$, where $N$ is transitive of size $\lambda$ and $\lambda^N \subseteq N$.

The technical aspects of our results involve the extension of embeddings:

Fact 2.17. Suppose $j: M \rightarrow N$ is an elementary embedding between transitive models of (enough of) $\text{ZFC}$ and $P \in M$. Let $G$ be $P$-generic over $M$ and let $H$ be $j(P)$-generic over $N$ such that $j[G] \subseteq H$. Then $j$ can be extended to $j^+: M[G] \rightarrow N[H]$ such that $j^+(G) = H$ and $j^+|M = j$.

The notation $j^+$ is usually suppressed, and lifts are denoted $j$. We will also need a stronger version of this fact using master conditions:

Definition 2.18. Suppose $j: M \rightarrow N$ is an elementary embedding between transitive models of (enough of) $\text{ZFC}$ and $P \in M$. We say that $q \in j(P)$ is a strong master condition for $j$ if for every dense $D \subseteq P$ with $D \in M$ there is some $p \in D$ such that $q \leq j(p)$. In particular, $q$ is a strong master condition if $G$ is $P$-generic over $M$ and $q \leq j(p)$ for all $p \in G$, i.e. if $q$ is a lower bound for $j[G]$.

Observe that if $q$ is a strong master condition for $j$ and $P$ in this sense, then $\{ p \in P : q \leq j(p) \}$ is $P$-generic over $M$.

Fact 2.19. [3] Let $j: M \rightarrow N$ be an elementary embedding between transitive models of (enough of) $\text{ZFC}$ with critical point $\kappa$, and let $P \in M$. Suppose that $G$ is $P$-generic over $M$ and that there is some $q \in j(P)$ such that $q$ is a lower bound for $j[G]$. Then $M$ and $M[G]$ both have the same $< \kappa$-sequences of ordinals.

2.4. Club-Adding Iterations. In this section, we define a standard tool for obtaining stationary reflection properties and state some useful facts.

Definition 2.20. If $\lambda$ is a regular cardinal and $X \subset \lambda$, we define the club-adding poset $\text{CU}(X)$ as the poset of closed, bounded subsets $c \subset X$. If $c, d \in \text{CU}(X)$, then $c \leq d$ if and only if $c$ end-extends $d$, i.e. $d = c \cap (\max d + 1)$.

We define iterations $\langle P_\alpha, \dot{Q}_\alpha \mid \alpha < \lambda^+ \rangle$ as in the Handbook of Set Theory [3] so that conditions have support of size $< \lambda$. For convenience, we will use:

Definition 2.21. We say that $\langle P_\alpha, \dot{Q}_\alpha \mid \alpha < \lambda^+ \rangle$ is a standard club-adding iteration of length $\lambda^+$ if $P_\alpha \Vdash \langle \dot{Q}_\alpha = \text{CU}(\dot{X}), \dot{X} \subset \lambda^+ \rangle$ for all $\alpha < \lambda^+$ and the iteration has $< \lambda$-support.

Fact 2.22. Suppose that $\lambda$ is regular, $\lambda^{< \lambda} = \lambda$, and that $P := \langle P_\alpha, \dot{Q}_\alpha \mid \alpha < \lambda^+ \rangle$ is a standard club-adding iteration of length $\lambda^+$. Then $P$ has the $\lambda^+$-chain condition.

One of the useful properties of standard club-adding iterations is that $\lambda$-sized sets show up at initial stages. We will eventually use this fact without comment:
Fact 2.23. If $\mathbb{P}_{\lambda^+}$ is a standard club-adding iteration of length $\lambda^+$ and $f : \lambda \to \text{Ord}$ is defined in $V[\mathbb{P}_{\lambda^+}]$, then there is some $\alpha < \lambda^+$ such that $f \in V[\mathbb{P}_\alpha]$.

3. Some Additional Techniques

Our results follow classical constructions of Magidor and of Harrington and Shelah. The technical challenges involved in these sorts of constructions involve making sure that the quotient forcings used for lifting certain embeddings are well-behaved. Here, we outline some additional techniques that will be applied in the remaining sections.

3.1. Absorption for Classical Mitchell Forcing. We introduce a variant of the Absorption Lemma, which originally appeared in Solovay’s construction of a model in which all sets of reals are Lebesgue-measurable [21]. It shows that certain sets of ordinals can be “absorbed” into an extension by a Levy Collapse. It is also used in the constructions of Harrington and Shelah and of Magidor mentioned above. For our purposes, we need an Absorption Lemma that works with the classical variant of Mitchell Forcing.

Definition 3.1. [3] If $G$ is $\mathbb{P}$-generic over $V$, we say $G$ induces a generic for $Q$ if $V[G]$ contains a filter $H$ that is $Q$-generic over $V$. Two posets $\mathbb{P}$ and $Q$ are forcing-equivalent if a generic for $\mathbb{P}$ induces a generic for $Q$ and vice versa. We denote this $\mathbb{P} \simeq Q$.

Fact 3.2. [3] Let $\mu$ be a regular cardinal and assume $2^\mu = \mu^+$. Then all $\mu^+$-closed, nontrivial, separative forcings of cardinality $\mu^+$ are forcing-equivalent. Specifically, any such poset is forcing-equivalent to $\text{Add}(\mu^+, 1)$.

Lemma 3.3. (Absorption for Mitchell Forcing) Suppose $V$ is any transitive model of set theory, that $\bar{G}$ is $\mathbb{M}(\kappa, \delta)$-generic for an inaccessible cardinal $\delta < \lambda$, and that $Q$ is a $\kappa^+$-closed, separative poset of cardinality $\kappa^+$ in $V[\bar{G}]$. Then $\mathbb{M}(\kappa, \lambda)/\bar{G} \simeq Q \times \mathbb{M}(\kappa, \lambda)/\bar{G}$ in $V[\bar{G}]$.

Proof. First, we claim that in $V[\bar{G}]$, $\mathbb{M}/\bar{G} \simeq \text{Add}(\kappa^+, 1) \times \mathbb{M}^*$ where $\mathbb{M}^* = \{(p, q) \in \mathbb{M}(\kappa, \lambda)/\bar{G} : \delta \notin \text{dom}(q)\}$. The set $D(\mathbb{M}/\bar{G}) = \{(p, q) \in \mathbb{M}/\bar{G} : \delta \in \text{dom}(q)\}$ is clearly dense in $\mathbb{M}/\bar{G}$. Define $i : D(\mathbb{M}/\bar{G}) \to \text{Add}(\kappa^+, 1) \times \mathbb{M}^*$ by $i : (p, q) \mapsto (q(\delta), (p, q | (\lambda \setminus \{\delta\}))$. It is routine to verify that $i$ is a dense embedding.

Next, we claim that in $V[\bar{G}]$, $Q \times \text{Add}(\kappa^+, 1) \simeq \text{Add}(\kappa^+, 1)$. It is enough to show that if $h$ is $\text{Add}(\kappa^+, 1)$-generic over $V[\bar{G}]$, then in $V[\bar{G} * h]$ there is a filter $h'$ that is $Q$-generic over $V[\bar{G}]$. Since $\text{Add}(\kappa^+, 1) \simeq \text{Add}(\kappa^+, 1) \times \text{Add}(\kappa^+, 1)$ (by Fact 3.2, although this can be shown directly), there are $h_0, h_1$ such that $h_0 \times h_1$ is $\text{Add}(\kappa^+, 1) \times \text{Add}(\kappa^+, 1)$-generic over $V[\bar{G}]$ and such that $V[\bar{G} * h] = V[\bar{G} * (h_0 \times h_1)]$. The Mitchell forcing $\mathbb{M}(\kappa, \delta)$ collapses $\delta$ to be $\kappa^+$, i.e. $V[\bar{G}] \models \delta = \kappa^+$, and forcing with $\text{Add}(\kappa^+, 1)$ collapses $\delta$ further to have cardinality $\kappa^+$, so in $V[\bar{G} * h_0]$, $Q$ has size $\kappa^+$ and $2^\kappa = \kappa^+$. Moreover, $Q$ is still $\kappa^+$-closed because $\text{Add}(\kappa^+, 1)$ is $\kappa^+$-closed. By Fact 3.2, it follows that $Q \simeq \text{Add}(\kappa^+, 1)$ in $V[\bar{G} * h_0]$. Hence there is a filter $h'$ that is $Q$-generic over $V[\bar{G} * h_0]$ (and hence $V[\bar{G}]$) such that $V[\bar{G} * h_0][h_1] = V[\bar{G} * h_0][h']$. In particular, $h' \in V[\bar{G} * h]$.

It follows from both claims that in $V[\bar{G}]$ we have $\mathbb{M}(\kappa, \lambda)/\bar{G} \simeq \text{Add}(\kappa^+, 1) \times \mathbb{M}^* \simeq (Q \times \text{Add}(\kappa^+, 1)) \times \mathbb{M}^* \simeq Q \times (\text{Add}(\kappa^+, 1) \times \mathbb{M}^*) \simeq Q \times \mathbb{M}(\kappa, \lambda)/\bar{G}$. □

---

Footnote 4: With straightforward modifications, we can use forcing equivalence defined by means of the isomorphism of the Boolean completions of the partial orders.
We will often need the next lemma alongside the Absorption Lemma:

**Lemma 3.4.** Suppose $V$ is any transitive model of set theory, $\delta$ is inaccessible, $\bar{G}$ is $M(\kappa, \delta)$-generic, $Q$ is a $\kappa^+$-closed separative poset of cardinality $\delta$ in $V[\bar{G}]$ (which does not collapse $\delta$), and $H$ is $Q$-generic over $V[\bar{G}]$. Then for $\lambda > \delta$ and regular $\mu$ such that $\kappa^+ \leq \mu \leq \delta$, forcing with $[M(\kappa, \lambda)/\bar{G}]^V[V[\bar{G}][H]]$ preserves $(\kappa^+)_{V[\bar{G}]|H}^V$ as well as stationary subsets of $\mu \cap \text{cof}(\kappa)$ from $V[\bar{G}][H]$, and does not add cofinal branches to $\mu$-trees over $V[\bar{G}][H]$.

**Proof.** Working in $V[\bar{G}]$, $M(\kappa, \lambda)/\bar{G}$ is the projection of a product of a $\kappa^+$-closed poset and $\text{Add}(\kappa, \lambda)$, a square-$\kappa^+$-cc poset. This is still the case in $V[\bar{G}][H]$ because of the $\kappa^+$-closure of $Q$. Therefore, $M(\kappa, \lambda)/\bar{G}$ has the usual preservation properties of Mitchell Forcing (Fact 2.13) over $V[\bar{G}][H]$. □

### 3.2. A Guessing Variant of Mitchell Forcing

We also use a form of the Mitchell forcing that employs a guessing function of the form $\ell : \lambda \to V_\lambda$. The purpose will be to deal with quotients for constructions of models in which we intend for approachability to fail. The fact that the posets guessed by $\ell$ can be arranged to appear in certain quotients of this forcing serves the role of the absorption lemma in these cases. Details on this forcing can be found in the first author’s thesis [9].

**Definition 3.5.** Let $A$ denote the set of inaccessible cardinals below $\lambda$, let $A^*$ denote $A \setminus \text{lim}(A)$, and let $\ell : \lambda \to V_\lambda$ be given. We define the poset $M_\ell(\kappa, \lambda) \upharpoonright \beta$ by induction on $\beta \in A$, setting $M_\ell(\kappa, \lambda) := \bigcup_{\beta \in A^*} M_\ell(\kappa, \lambda) \downharpoonright \beta$. Conditions in $M_\ell(\kappa, \lambda) \upharpoonright \beta$ consist of triples $(a, f, g)$ where:

1. $a \in \text{Add}(\kappa, \beta)$;
2. $f$ is a partial function with $\text{dom}(f) \subseteq A^* \cap \beta$ so that $|\text{dom}(f)| \leq \kappa$;
3. for each $\alpha \in \text{dom}(f)$, $f(\alpha)$ is an $\text{Add}(\kappa, \alpha)$-name for a condition in $\text{Col}(\kappa^+, \alpha)$;
4. $g$ is a partial function with $\text{dom}(g) \subseteq A \cap \beta$ so that $|\text{dom}(g)| \leq \kappa$;
5. for all $\alpha \in \text{dom}(g)$, if $\ell(\alpha)$ is an $(M_\ell \upharpoonright \alpha)$-name for a $\kappa^+$-closed poset then $g(\alpha)$ is an $(M_\ell \upharpoonright \alpha)$-name for an element of $\ell(\alpha)$. (Otherwise $g(\alpha)$ is trivial.)

We say that $(a', f', g') \leq (a, f, g)$ if and only if the following hold:

1. $a' \sqsubseteq a$;
2. $\text{dom}(f) \subseteq \text{dom}(f')$ and $\text{dom}(g) \subseteq \text{dom}(g')$;
3. for all $\alpha \in \text{dom}(f)$, $a' \upharpoonright \alpha \forces_{\text{Add}(\kappa, \alpha)} f'(\alpha) \leq_{\text{Col}(\kappa^+, \alpha)} f(\alpha)$;
4. for all $\alpha \in \text{dom}(g)$, $(a', f', g') \upharpoonright \alpha \forces_{M_\ell \upharpoonright \alpha} g'(\alpha) \leq_{\ell(\alpha)} g(\alpha)$.

It will be shown that $M_\ell(\kappa, \lambda)$ forces the failure of $\text{AP}(\lambda)$. In fact, the failure of $\text{AP}(\lambda)$ will persist even when we follow $M_\ell(\kappa, \lambda)$ with certain iterations. We will make arrangements so that under certain embeddings $j : M \to N$, the right stage of the iteration appears in the quotient as desired. Then we will obtain the failure of $\text{AP}(\lambda)$ because of the fact that, since $\lambda$ is an inaccessible limit of inaccessibles (i.e., in $A \setminus A^*$), the forcing $j(M_\ell(\kappa, \lambda))$ does not collapse $\lambda$ until stage $\lambda^* := \min(j(\text{lim}(A)) \setminus (\lambda + 1))$, after the additional subsets of $\kappa$ from $\text{Add}(\kappa, \lambda^*)$ are added.

The conclusions of Fact 2.13 also hold for these guessing variants. We will frequently encounter the following situation: suppose $\delta \in (\kappa, \lambda)$ is inaccessible and $\delta^*$ is the least inaccessible greater than $\delta$. Suppose in addition that $\ell(\delta) = P$ for some $\kappa^+$-closed forcing (otherwise the guessing variant is simply adding Cohen subsets of $\kappa$). We then obtain a quotient of the form:
\[ M_{\ell}(\kappa, \lambda) \simeq M_{\ell}(\delta) \ast (P \times \text{Add}(\kappa, \delta^+)) \ast R. \]

If \( G \) is \( M_{\ell}(\kappa, \delta) \)-generic over \( N \) and \( H \times I \) is \( P \times \text{Add}(\kappa, \delta^+) \)-generic over \( N[G] \), then we write the quotient \( R \) as \( N_A \), following the notation of [5]. In this case, we will make important use of the following:

**Fact 3.6.** [5] Tails of the form \( N_A \) are projections of products of square-\( \kappa^+ \)-cc and \( \kappa^+ \)-closed forcings.

We thus see that the conclusions of Fact 2.13 holds in the case of the guessing variants of Mitchell forcing.

### 3.3. A Laver-Like Guessing Sequence for Mahlo Cardinals.

In order to optimize our large cardinal assumptions when using the \( M_{\ell}(\kappa, \lambda) \) poset, we will use guessing principles analogous to the one introduced by Laver for supercompact cardinals [17]. Our efforts will extend this framework to Mahlo cardinals, as explained in this section. First we will establish some context.

The following principle was introduced by Hamkins [11] as a weakly compact analog to the original Laver diamond:

**Definition 3.7.** Suppose that \( \lambda \) is a weakly compact cardinal. We say that the weakly compact Laver diamond holds at \( \lambda \) if there is a function \( \ell : \lambda \to V_\lambda \) satisfying the following: For any \( A \in H(\lambda^+) \) and any transitive structure \( M \) of size \( \lambda \) with \( A, \ell \in M \), there is a transitive set \( N \) and an elementary embedding \( j : M \to N \) with critical point \( \lambda \) so that \( j, M \in N \) and so that \( j(\ell)(\lambda) = A \).

**Fact 3.8.** [11] If \( \lambda \) is weakly compact, there is a forcing extension in which \( \lambda \) remains weakly compact and such that the weakly compact Laver diamond holds at \( \lambda \).

We will use this fact in concert with \( M_{\ell}(\kappa, \lambda) \) below in the proofs of Theorems 1.2 and 1.3.

Now we will explain how we use embeddings with Mahlo cardinals. Typically, we work with a transitive set \( N \) modeling a rich fragment of ZFC which is closed under \( \lambda^+ \)-sequences in \( V \). If \( M \) is an elementary substructure of \( N \), let \( \pi_M : M \to N \) denote the transitive collapse. For \( a \in M \) we denote \( \pi_M(a) \) as \( \bar{a}_M \) and if \( M \) is clear from the context we simply write \( \pi \) and \( \bar{a} \), respectively.

**Definition 3.9.** We say that \( M \prec N \) is rich if the following hold:

(i) \( \lambda \in M \);

(ii) \( \lambda^+_M \) := \( \pi_M(\lambda) \) is a subset of \( M \) (i.e. \( M \cap \lambda \in \lambda \));

(iii) \( \lambda_M \) is an inaccessible cardinal in \( N \);

(iv) The size of \( M \) is \( \lambda_M \);

(v) \( M \) is closed under \( \lambda_M \)-sequences and \( \bar{\lambda}_M < \lambda \).

Note that if \( M \) is rich, then \( \pi^{-1}_M \) is an elementary embedding from \( \bar{M} \) to \( N \) which we will denote \( j_M \). The critical point of \( j_M \) is \( \lambda_M \) and \( j_M(\lambda_M) = \lambda \). If the \( M \) is clear from the context we just write \( j \).

If \( \lambda \) is Mahlo, then there are plenty of these models:

**Fact 3.10.** Assume that \( \lambda \) is Mahlo. For each \( a \in N \) with \( |a| < \lambda \), there is a rich model \( M \) such that \( a \in M \).

---

5The use of embeddings with Mahlo cardinals has been recently dealt with elsewhere [13].
We now recall Jensen’s diamond principle \[7\]:

**Definition 3.11.** If \(\lambda\) is regular and \(S \subset \lambda\) is stationary, then \(\Diamond_{\lambda}(S)\) holds if and only if there is a sequence \(\langle X_\alpha \mid \alpha \in S \rangle\) such that for all \(\alpha \in S\), \(X_\alpha \subset \alpha\), and such that for all \(Y \subset \lambda\), the set \(\{\alpha \in S \mid Y \cap \alpha = X_\alpha\}\) is stationary.

It turns out that the principle that we need is in fact equivalent to a diamond principle.

**Lemma 3.12.** The following are equivalent:

1. \(\lambda\) is Mahlo and \(\Diamond_{\lambda}(\text{Reg})\) holds.
2. For every transitive structure \(N\) satisfying a rich fragment of ZFC that is closed under \(\lambda^+\)-sequences in \(V\), there is a function \(\ell : \lambda \to V_\lambda\) such that the following holds: For every \(A \in N\) with \(A \in H(\lambda^+)\) and any \(a \subset N\) with \(|a| < \lambda\), there is a rich \(M \prec N\) with \(a \cup \{\ell\} \subset M\) such that \(\ell(\lambda_M) = \pi_M(A)\).

**Proof.** First we prove that (2) implies (1). Let \(\ell : \lambda \to V_\lambda\) be given. By choosing \(A = C\) for any club, it must be the case that if \(M\) witnesses the statement then \(\lambda_M \subset C\) and so \(\lambda\) must be Mahlo. Note that to show that \(\Diamond_{\lambda}(\text{Reg})\) holds it is enough to produce a sequence \(\langle X_\delta \mid \delta \in \lambda \cap \text{Reg}\rangle\) satisfying the weakened condition that for any \(A \subset \lambda\), there is some regular \(\delta < \lambda\) such that \(A \cap \delta = X_\delta\). (See Exercise 3A from Section 3 of Chapter III of \[7\].) For all \(\delta \in \lambda \cap \text{Reg}\), let \(X_\delta := \ell(\delta)\) if \(\ell(\delta) \subset \delta\) and let \(X_\delta = \emptyset\) otherwise. Then if \(M \prec N\) is the witnessing rich model and \(\delta := M \cap \lambda\), it follows that \(\ell(\delta) = \pi_M(A) = A \cap \delta \subset \delta\), so \(X_\delta = A \cap \delta\).

Now we prove that (1) implies (2). Let \(\langle X_\delta \mid \delta \in \lambda \cap \text{Reg}\rangle\) be a \(\Diamond_{\lambda}(\text{Reg})\)-sequence and let \(\Gamma : \lambda \times \lambda \to \lambda\) be the Gödel pairing function. Let \(\ell : \lambda \to V_\lambda\) be defined as follows: If \(\delta \in \lambda \cap \text{Reg}\) and the inverse image of \(X_\delta\) under \(\Gamma\) is a well-founded extensional relation \(E_\delta\) on \(\delta\), then let \(\ell(\delta)\) be the Mostowski collapse of \(E_\delta\). Otherwise we can let \(\ell(\delta) = \emptyset\).

Now we will show that \(\ell\) works. Let \(A \in H(\lambda^+)\) and assume without loss of generality that \(|\text{trcl}(\{A\})| = \lambda\). Choose a bijection \(F : \lambda \to \text{trcl}(\{A\})\), let \(E_A \subset \lambda \times \lambda\) code the lattice of \(\text{trcl}(\{A\})\) under \(F\), and let \(C_A\) be image of \(E_A\) under \(\Gamma\).

In order to properly use the \(\Diamond_{\lambda}(\text{Reg})\)-sequence, we first define a \(\subseteq\)-increasing sequence \(\langle M_\xi \mid \xi < \lambda\rangle\) of elementary submodels of \(N\) by induction on \(\xi\). For \(\xi = 0\), let \(M_0\) be an elementary submodel of \(N\) of size \(< \lambda\) such that \(a \cup \{\lambda, \ell, A, F\} \subset M_0\). For \(\xi\) limit take the union \(\bigcup_{\eta < \xi} M_\eta\). If \(\xi = \eta + 1\), then take \(M_\xi\) to be an elementary submodel of \(N\) of size \(< \lambda\) such that: \(M_\eta^{< |M_\xi|} \subset M_\xi\), \(M_\eta \subset M_\xi\), and \(\sup(M_\eta \cap \lambda) \subset M_\xi\). For each \(\xi\), let \(\lambda_\xi\) denote \(\sup(M_\xi \cap \lambda)\). Then \(\{\lambda_\xi \mid \xi < \lambda\}\) is a closed unbounded subset of \(\lambda\), and since \(\lambda\) is Mahlo, there is an inaccessible \(\xi\) such that \(\xi = \lambda_\xi\). It is straightforward to verify that for any such \(\xi\), \(M_\xi = M\) is a rich submodel of \(N\).

Using the fact that \(\langle X_\delta \mid \delta \in \lambda \cap \text{Reg}\rangle\) is a \(\Diamond_{\lambda}(\text{Reg})\)-sequence, we can find a rich \(M \prec N\) containing \(A, F, E_A, C_A\) such that \(\delta := M \cap \lambda\) is inaccessible and \(X_\delta = C_A \cap \delta\). By elementarity, \(F | \delta \to (\text{trcl}(\{A\}))^M\) is a bijection, \(E_A \cap \delta \times \delta\) codes the lattice of \((\text{trcl}(\{A\}))^M\), and \(C_A \cap \delta\) is the image of \(E_A\) under \(\Gamma\). It follows that \(\ell(\delta) = \pi(E_A \cap (\delta \times \delta)) = \pi_M(A)\).

\[\square\]

This formulation of \(\Diamond_{\lambda}(\text{Reg})\) in terms of rich models will be used in the proofs of Theorems 1.5 and 1.6 below.
4. Results from Weakly Compact Cardinals

4.1. Obtaining CSR(κ++) ∧ TP(κ++) ∧ AP(κ++). In this section we prove Theorem 1.1. Assume that κ≤κ = κ, λ is weakly compact, and κ < λ. Let us denote the Mitchell forcing M(κ, λ) from Definition 2.6 as M. Without loss of generality, 2^λ = λ^+.

Working in V[M], we define a standard club-adding iteration of length λ^+:

\[ F(\lambda) \to \lambda^+ \times \lambda^+ \]

and we set \( \dot{S}_\alpha \) to be the \( \gamma^{th} \) nice \( \mathcal{P}_\beta \)-name for a stationary subset of \( \lambda \), where \( \alpha = F(\beta, \gamma) \). Then we let \( \dot{T}_\alpha \) be the canonical \( \mathcal{P}_\beta \)-name for \( \mathcal{P}_\beta \)-name (using the mixing of \( \mathcal{P}_\beta \)-names) such that \( \dot{T}_\alpha \) is strictly decreasing and so \( \dot{S}_\alpha \) reflects in \( \dot{\rho} \).

Thus \( \dot{P}_\lambda \) preserves cardinals \( \geq \lambda^+ \). We also get some closure for \( \dot{P}_\alpha \), \( \alpha \leq \lambda^+ \), which we will need in order to apply the Absorption Lemma.

Proposition 4.1. \( \mathcal{P}_\lambda \) has the \( \lambda^+ \)-chain condition.

Thus \( \mathcal{P}_\lambda \) preserves cardinals \( \geq \lambda^+ \). We also get some closure for \( \mathcal{P}_\alpha \), \( \alpha \leq \lambda^+ \), which we will need in order to apply the Absorption Lemma.
Claim 4.4. \( N[\tilde{G}] \) contains a strong master condition for \( H_{\alpha} \) with respect to \( j : M[G] \to N[\tilde{G}] \).

Proof of Claim. We argue, working in \( N[\tilde{G}] \), that there is \( q \in j(\mathbb{P}_\alpha) \) that is a lower bound for \( j[H_\alpha] \): Let \( (C_\beta | \beta < \alpha) \) be the sequence of clubs added by \( H_\alpha \), where \( C_\beta \) is added at the \( (\beta + 1)^{\text{st}} \) step of the iteration. Observe that the \( C_\beta \)’s are closed and unbounded in \( \lambda \), the latter because \( \lambda \cap \text{cof}(\leq \kappa) \) is unbounded in \( \lambda \). Let \( \text{dom}(q) = j[\alpha] \) and for \( \beta < \alpha \), let \( q(j(\beta)) = C_\beta \cup \{ \lambda \} \), noting that \( q \in N[\tilde{G}] \) since \( j \) and \( H_\alpha \) are in \( N[\tilde{G}] \). It will be immediate that \( q \) is a lower bound of \( j[H_\alpha] \) once we verify that for \( \beta < \alpha \), \( q \upharpoonright j(\beta) \Vdash_{j(\mathbb{P}_\beta)} C_\beta \cup \{ \lambda \} \) is a condition in \( j(CU(\check{T}_\beta)) \).

First note that for all \( \beta < \lambda \), \( q \upharpoonright j(\beta) \Vdash_{j(\mathbb{P}_\beta)} “C_\beta \cup \{ \lambda \} \) is a closed unbounded set in \( j(T_\beta) \cap \lambda” \) since \( q \upharpoonright j(\beta) \Vdash_{j(\mathbb{P}_\beta)} “j(T_\beta) \cap \lambda = T_\beta”; \) therefore to verify that \( q \) is a condition in \( j(\mathbb{P}_\alpha) \) it suffices to show that \( q \upharpoonright j(\beta) \Vdash_{j(\mathbb{P}_\beta)} “j(S_\beta) \cap \lambda \) is stationary in \( \lambda” \).

Since \( q \upharpoonright j(\beta) \Vdash_{j(\mathbb{P}_\beta)} “j(S_\beta) \cap \lambda = S_\beta” \), it remains to argue that \( N[\tilde{G}] \Vdash “S_\beta \) is stationary after forcing with \( j(\mathbb{P}_\beta)” \). First note that \( S_\beta \) is still stationary in \( N[G][H_\alpha] \) by Fact 2.10 because \( N[G][H_\alpha] \) is a generic extension of \( N[G][H_\beta] \) by a \( \kappa^+ \)-closed forcing.\(^6\) Second, \( S_\beta \) is stationary after forcing with \( (j(M[\mathbb{L}])/G)^{N[G]} \) (by Lemma 3.4), so it is stationary in \( N[G][H_\alpha][G'] = N[\tilde{G}] \). Furthermore, by elementarity of the embedding \( j : M[G] \to N[G] \), we have \( N[G] \Vdash “j(\mathbb{P}_\beta) \) is \( \kappa^+ \)-closed”, so \( N[\tilde{G}] \Vdash “j(\mathbb{P}_\beta) \) preserves the stationarity of \( S_\beta” \) by Fact 2.10. \( \square \)

Let \( \check{H}_\alpha \) be any \( j(\mathbb{P}_\alpha) \)-generic over \( N[\tilde{G}] \) that contains the master condition \( q \) from Claim 4.4. This tells us that \( j[H_\alpha] \subset \check{H}_\alpha \), that we can extend to \( j : M[G][H_\alpha] \to N[\tilde{G}][\check{H}_\alpha] \) by Fact 2.17, and that \( M[G] \) and \( M[G][H_\alpha] \) have the same \( \lambda \)-sequences of ordinals by Fact 2.19. Hence we have (2) for \( \alpha \), as explained above.

To finish the proof it suffices to show that cofinal branches are not added to \( \lambda \)-trees in the extension of \( N[\tilde{G} \ast \check{H}_\alpha] \) over \( N[G \ast H_\alpha] \). If \( T \) is a \( \lambda \)-tree in \( N[G][H_\alpha] \), then there are no new cofinal branches in \( N[G][H_\alpha][G'] = N[\tilde{G}] \) by Lemma 3.4. Note that in \( N[\tilde{G}] \), \( \lambda \) is an ordinal of cofinality \( \kappa^+ \), and therefore the tree \( T \) has height of cofinality \( \kappa^+ \) and levels of size \( \kappa^+ \). However, Fact 2.11 still applies since \( 2^\kappa > \kappa^+ \) in \( N[\tilde{G}] \) and \( j(\mathbb{P}_\alpha) \) is \( \kappa^+ \)-closed in \( N[\tilde{G}] \) by elementarity, and we are finished. \( \square \)

Lemma 4.5. \( V[M] \Vdash “\mathbb{P}_\lambda^+ \) is \( \lambda \)-distributive”.

Proof. By Fact 2.23 it is enough to show that \( V[M] \Vdash “\mathbb{P}_\alpha \) is \( \lambda \)-distributive” for all \( \alpha < \lambda^+ \). Moreover, by choosing a supposed counterexample \( \check{f} \), it is enough to prove that \( M[M] \Vdash “\mathbb{P}_\alpha \) is \( \lambda \)-distributive” for a \( \lambda \)-sized transitive \( M \) with \( \check{f} \) and \( \mathbb{P}_\alpha \) in \( M \), which follows from Lemma 4.3(2). \( \square \)

Lemma 4.6. \( V[M \ast \mathbb{P}_\lambda^+] \Vdash \text{CSR}(\lambda) \).

\(^6\)We did not assume distributivity of \( \mathbb{P}_\beta \) and hence preservation of \( \lambda \) by induction, but one can observe that the \( \kappa^+ \)-closure would preserve stationarity anyway if \( \lambda \) were collapsed to have cofinality \( \kappa^+ \).
Proof. If \( \dot{S} \) is a \( \mathbb{P}_\alpha \)-name for a stationary subset of \( \lambda \cap \text{cof}(\leq \kappa) \), then Fact 2.23 implies that without loss of generality, there is some \( \alpha' < \lambda^+ \) such that \( \dot{S} \) is a \( \mathbb{P}_{\alpha'} \)-name. By construction, it follows that for some \( \beta, \gamma < \lambda^+ \), \( \dot{S} \) is the \( \gamma^\text{th} \) \( \mathbb{P}_\beta \)-name for such a stationary set, so \( \dot{S} = \dot{S}_\alpha \) for some \( \alpha < \lambda^+ \). As observed in the proof of Claim 4.4, the generic club added by the next step of the iteration is unbounded, so \( V[\dot{M} * \mathbb{P}_{\alpha+1}] = \{ \text{"There is a club } C \subseteq \lambda \text{ such that every } p \in C \cap \text{cof}(\kappa^+) \text{ is a reflection point of } S^p \} \). Then \( V[\dot{M} * \mathbb{P}_{\alpha+}] \) still satisfies this statement by distributivity of \( \mathbb{P}_\alpha \), over \( V[\dot{M}] \), and hence distributivity of the quotient over \( V[\dot{M} * \mathbb{P}_{\alpha+1}] \). \( \square \)

Lemma 4.7. \( V[\dot{M} * \mathbb{P}_{\alpha+}] \models TP(\lambda) \).

Proof. By the \( \lambda^+ \)-chain condition, the name for any supposed \( \lambda \)-Aronszajn tree \( T \) in \( V[\dot{M} * \mathbb{P}_{\alpha+}] \) would be contained in \( V[\dot{M} * \mathbb{P}_\alpha] \) for some \( \alpha < \lambda^+ \), and so \( T \) would be contained in \( M[\dot{M} * \mathbb{P}_\alpha] \) for some \( \lambda \)-sized transitive model \( M \). Let \( j : M \rightarrow N \) witnesses weak compactness. By Lemma 4.3, if we fix generics \( G \) and \( H_\alpha \), we can lift the embedding to \( j : M[G][H_\alpha] \rightarrow N[G][H_\alpha] \). So \( N[G][H_\alpha] \models \{ \text{"} j(T) \text{ is a } j(\lambda) \text{-tree} \} \) by elementarity, and any element \( t \in j(T)_\lambda \) defines a cofinal branch \( \{ s \in T : s \leq j(T)_t \} \) in \( T \). Because of the preservation properties in Lemma 4.3(1), this branch is already contained in \( N[G][H_\alpha] \), so it is contained in \( V[G][H_\alpha] \). \( \square \)

4.2. Obtaining \( \text{CSR}(\kappa^+) \land \text{TP}(\kappa^+) \land \neg \text{AP}(\kappa^+) \). For this section we work in a model \( V \) in which \( \lambda \) is weakly compact and carries a weakly compact Laver diamond. Fix a witnessing function \( \ell : \lambda \rightarrow V_\lambda \). Let \( \dot{M} := M_\ell(\kappa, \lambda) \) be the guessing version of the Mitchell forcing from Definition 3.5 defined in terms of this \( \ell \).

We will also assume that \( \kappa < \lambda \) is regular and that \( \kappa^\kappa = \kappa \). Let \( \mathbb{P} \) be the club-adding iteration defined as in Section 4.1. As before, \( \mathbb{P} \) is \( \lambda^+ \)-cc. Our main task is to show that \( \mathbb{P} \) is \( \lambda \)-distributive while showing that we can lift embeddings as necessary.

Lemma 4.8. Fix \( G \), an \( \dot{M} \)-generic over \( V \). Suppose that \( \alpha < \lambda^+ \) and that \( M \) is a \( \lambda \)-sized transitive model such that \( \dot{M} * \mathbb{P}_\alpha \in M \). Suppose also that \( N \) and \( j : M \rightarrow N \) witness weak compactness of \( \lambda \), and moreover that \( j(\ell)(\lambda) = \mathbb{P}_\alpha \). Then the following hold:

1. Let \( H_\alpha \) be any \( \mathbb{P}_\alpha \)-generic over \( V[G] \). There are \( \check{G} \), a \( j(\dot{M}) \)-generic over \( V \), and \( H_\alpha \), a \( j(\mathbb{P}) \)-generic over \( V[\check{G}] \), such that \( N[G * H_\alpha] \subseteq N[\check{G} * H_\alpha] \) and such that \( V[\check{G} * H_\alpha] \) defines a lift \( j : M[G * H_\alpha] \rightarrow N[\check{G} * H_\alpha] \). Moreover, the extension of \( N[\check{G} * H_\alpha] \) over \( N[G * H_\alpha] \) does not add cofinal branches to \( \lambda \)-trees from \( N[G * H_\alpha] \).
2. \( M[G] \models \text{"} \mathbb{P}_\alpha \text{ is } \lambda \text{-distributive"} \).

Proof. Instead of going through the whole argument, we will explain here how the proof of Lemma 4.3 can be modified for our present purposes. The crux is as follows: Starting from \( V[G][H_\alpha] \), we must find a \( j(\dot{M}) \)-generic \( \check{G} \) such that \( V[G][H_\alpha][I][G'] = V[\check{G}] \) where \( I \) is Add(\( \kappa, \lambda^+ \))-generic over \( V[G][H_\alpha] \) (\( \lambda^+ \) being the least inaccessible in \( N \) above \( \lambda \)) and \( G' \) is \( j(\dot{M})/(G * (H_\alpha \times I)) \)-generic over \( V[G][H_\alpha][I] \). However, instead of using the Absorption Lemma, we use the guessing properties of \( \ell \).

To see how we can obtain such an \( G' \), first observe that \( \mathbb{P}_\alpha = j(\ell)(\lambda) \) is a \( j(\dot{M}) \)-name for a \( \kappa^+ \)-closed poset. Thus, \( j(\dot{M}) \) is isomorphic to a dense subset of \( j(\dot{M})[\lambda^* \ast \check{N}_\lambda] \cong M * (\mathbb{P}_\alpha \setminus \text{Add}(\kappa, \lambda^*)) * \check{N}_\lambda \).
Hence we can choose any $I$ that is $\text{Add}(\kappa, \lambda^\ast)$-generic over $V[G][H_\alpha]$ and any $G'$ that is $\mathbb{N}_\lambda$-generic over $V[G][H_\alpha][I]$, and we let $\tilde{G} := G \ast (H_\alpha \times I) \ast G'$.

**Claim 4.9.** $N[\tilde{G}]$ contains a strong master condition for $H_\alpha$ with respect to $j : M[G] \rightarrow N[\tilde{G}]$.

As in Claim 4.4, the main point is to inductively show that for $\beta < \alpha$, the $S_\beta$’s remain stationary after forcing with the master condition over $N[\tilde{G}]$. The argument here is almost identical, except that we now require an application of Fact 2.9 to show that $S_\beta$ remains stationary in the extension from $N[\tilde{G}][H_\alpha]$ to $N[G][H_\alpha \times I]$. Then the $G'$, since it is again a projection of a product of a $\kappa^+$-cc and $\kappa^+$-closed poset, acts analogously to the $G'$ from the proof of Lemma 4.3. The last step using the $\kappa^+$-closure of $j(P_\alpha)$ is also the same.

Moving forward, we choose $H_\alpha$ to be a generic containing the master condition to define the extension $N[\tilde{G} \ast H_\alpha] = N[G][H_\alpha][I][G'][H_\alpha]$. The last way in which this argument differs from that for Lemma 4.3 is in showing that the extension from $N[G \ast H_\alpha]$ to $N[G \ast H_\alpha]$ does not add cofinal branches to $\lambda$-trees. In our present case we must again pay attention to the extension $N[G \ast H_\alpha][I]$ over $N[G \ast H_\alpha]$, so we use an extra application of Fact 2.12.

It follows from our lifting lemma that we have the key properties for our model $V[\mathbb{M} \ast \mathbb{P}]$. The arguments for the following differ from those in Section 4.1 only insofar as we must use the weakly compact Laver diamond to specifically choose a weakly compact embedding $j : M \rightarrow N$ such that $j(\ell)(\lambda) = \mathbb{P}_\alpha$.

**Lemma 4.10.** $V[\mathbb{M}] \models \text{“P is } \lambda\text{-distributive”}.$

**Lemma 4.11.** $V[\mathbb{M} \ast \mathbb{P}] \models \text{CSR}(\kappa^{++}).$

**Lemma 4.12.** $V[\mathbb{M} \ast \mathbb{P}] \models \text{TP}(\kappa^{++}).$

It remains to obtain $\neg \text{AP}(\kappa^{++})$. To do so, we will use the lifting lemma and mimic the proof from [5].

**Lemma 4.13.** $V[\mathbb{M} \ast \mathbb{P}] \models \neg \text{AP}(\kappa^{++}).$

**Proof.** Suppose for contradiction that $\text{AP}(\kappa^{++})$ holds in some extension by $\mathbb{M} \ast \mathbb{P}$. We may fix an enumeration $\tilde{\alpha} = (a_i : i < \lambda) \in V[\mathbb{M} \ast \mathbb{P}_\lambda^+]$ of bounded subsets of $\lambda$ and find a club $C \subseteq \lambda$ in $V[\mathbb{M} \ast \mathbb{P}_\lambda^+]$ so that every $\gamma \in C$ is approachable with regard to $\tilde{\alpha}$. By Fact 2.23, there is some $\alpha < \lambda^+$ such that $\tilde{\alpha}, C \in V[\mathbb{M} \ast \mathbb{P}_\alpha]$.

Next, we will make use of Lemma 4.8. Let $M$ be a transitive $\lambda$-sized model containing $\mathbb{P}_\alpha, \ell, \tilde{\alpha},$ and $C$. Since $\ell$ witnesses the weakly compact Laver diamond for $\lambda$, we find $N$ such that $j : M \rightarrow N$ witnesses weak compactness of $\lambda$ and $j(\ell)(\lambda) = \mathbb{P}_\alpha$. Use Lemma 4.8 to obtain an embedding $j : M[G \ast H_\alpha] \rightarrow N[\tilde{G} \ast H_\alpha]$ for some $N$, where $G \ast H_\alpha$ is $\mathbb{M} \ast \mathbb{P}_\alpha$-generic over $V$. Note that $j(C) \cap \lambda = C$ and that $j(\tilde{\alpha}) \upharpoonright \lambda = \tilde{\alpha}$. Consequently, $\lambda$ is a limit point of $j(C)$ and hence a member of $j(C)$, and by definition of $j(C)$, we have that $\lambda$ is approachable with respect to $\tilde{\alpha}$ in $N[\tilde{G} \ast H_\alpha]$. Since $N[\tilde{G} \ast H_\alpha] \models \text{“cf}(\lambda) = \kappa^{++}”,$ we find a club $\epsilon \subseteq \lambda$ of order-type $\kappa^+$ witnessing this. By definition, we then have that every initial segment of $\epsilon$ is in the range of $\tilde{\alpha}$, and hence every initial segment of $\epsilon$ is a member of $M[G \ast H_\alpha]$.

Let $U$ denote the tree $(\lambda^{< \kappa^+})^{V[G \ast H_\alpha]}$, and observe that $U$ has width $\lambda^\kappa = \lambda$. By the remarks in the previous paragraph, we see that $e$ gives a cofinal branch through
Moreover, \( e \in N[\tilde{G} \star \tilde{H}_\alpha] \). Note that \( V[G \star H_\alpha] \models \lambda \) is regular, and this remains true in \( V[G \star H_\alpha \star I] \) where \( I \) is the Add(\( \kappa, \lambda^+ \))-generic from Lemma 4.8. Therefore, if we show that \( e \in V[G \star H_\alpha \star I] \), we obtain a contradiction since the order-type of \( e \) is \( \kappa^+ \).

Now we argue that \( e \in V[G \star H_\alpha \star I] \). By the \( j(\lambda) \)-distributivity of \( j(P_\alpha) \), we conclude that \( e \in N[\tilde{G}] \). However, with the same notation as in Lemma 4.8, we see that in the model \( N[G \star H_\alpha \star I] \subseteq N[G \star H_\alpha \star I \star H'] = N[\tilde{G}] \), we have that \( 2^\kappa > \lambda \), meaning that \( 2^\kappa \) is greater than the width of \( U \). Hence adjoining \( H' \) does not add a branch through \( U \) because in \( N[G \star H_\alpha \star I] \), \( \mathbb{N}_\lambda \) is a projection of a product of a \( \kappa^+ \)-closed forcing and a square-\( \kappa^+ \)-cc forcing. Therefore \( e \) is a member of \( V[G \star H_\alpha \star I] \), a contradiction. \( \square \)

4.3. Obtaining CSR(\( \kappa^{++} \)) \& \( \neg SH(\kappa^{++}) \& \neg AP(\kappa^{++}) \). Now we will prove Theorem 1.3. Starting from a model in which \( \lambda \) is weakly compact and which contains \( \mathcal{F} \) witnessing the weakly compact Laver diamond, we will force with the Mitchell-type guessing poset \( \mathcal{M} \) from Definition 3.5, then with Kunen’s poset \( \mathcal{S} \) for adding a \( \lambda \)-Suslin tree, and finally with the Magidor-style iteration \( \mathbb{P} \) for obtaining CSR(\( \kappa^{++} \)).

The technical challenge will be to show not only that \( \mathbb{P} \) is \( \lambda \)-distributive, but also that if \( T \) is the generic tree added by \( \mathcal{S} \), then \( T \) remains Suslin after forcing with \( \mathbb{P} \). Since \( \mathbb{P} \) will not be \( \lambda \)-closed, an appeal to Easton’s Lemma will not work. Instead, the proofs of both facts will be done simultaneously by an inductive argument on the length of \( \mathbb{P} \) (like the ones in Sections 4.1 and 4.2) in which we build a master condition to show that a weakly compact embedding can be lifted. Here the added complexity will consist of the fact that the lifting argument and the argument that \( T \) remains Suslin will rely on one another. In particular, building a master condition will require us to know that the image of \( T \) under the embedding has a cofinal branch, and this will be achieved by forcing to deliberately add such a branch.

Before commencing with the proof, we review some standard facts about Kunen’s forcing to add a Suslin tree by initial segments [16].

**Definition 4.14.** Let \( \mathcal{S} \) consist of all trees \( t \subseteq \check{\lambda}^2 \) of successor height \( \alpha + 1 \), for some \( \alpha < \lambda \), which satisfy the following:

1. \( t \) is a normal tree, and all levels of \( t \) have size \( < \lambda \);
2. \( t \) is homogeneous.

The ordering on \( \mathcal{S} \) is end-extension.

We recall that \( t \) is *homogeneous* if for any \( s \in t \), the subtree of \( t \) above \( s \) equals \( t \). In precise notation, \( t \) is homogeneous if and only if for all \( s \in t \), \( t_s = t \), where \( t_s = \{ u : s \searrow u \in t \} \). Note that this is equivalent to saying that for any two sequences \( s, u \), we have that \( s \searrow u \in t \) if and only if both \( s \) and \( u \) are in \( t \).

We recall the following standard fact about this forcing:

**Fact 4.15.** Suppose that \( \gamma < \lambda \) is a limit, that \( t \) is a normal, homogeneous \( \gamma \)-tree with all levels of size \( < \lambda \), and that \( b \subseteq t \) is a cofinal branch. Then there exists a condition \( t' \in \mathcal{S} \) of height \( \gamma + 1 \) extending \( t \) so that \( b \in t' \).

More precisely, we define
\[
t' := t \cup \{ s \searrow (b \setminus \alpha) : s \in t \land \alpha < \gamma \},
\]
where for each \( \alpha < \gamma \), \( b \setminus \alpha \) denotes the unique \( u \) so that \( (b \upharpoonright \alpha) \searrow u = b \), i.e., the tail segment of \( b \) above \( \alpha \). It is straightforward to check that \( t' \) is a condition in \( \mathcal{S} \).
which extends $t$. The condition $t'$ constructed in the proof of the above lemma will be known as the minimal extension of $t$ by $b$.

A crucial tool in analyzing $S$ is to work with the two-step forcing of $S$ followed by forcing with the generic tree. We will use $\dot{T}$ to denote the $S$-name for the generic tree.

**Fact 4.16.** Let $\dot{T}$ be the $S$-name for the forcing $(\dot{T}, <_{\dot{T}})$. Then:

1. $S$ is $\lambda$-strategically closed and hence $\lambda$-distributive.
2. $S \ast \dot{T}$ has a dense, $\lambda$-closed subset.
3. $S \ast \dot{T}$ is forcing equivalent to $\text{Add}(\lambda, 1)$.

Now let us commence with the proof. Let $\kappa, \lambda$ be as in Sections 4.1 and 4.2, let $M := M_\ell(\kappa, \lambda)$ be the guessing variant of the Mitchell forcing, let $\mathcal{S}$ be Kunen’s forcing for adding a $\lambda$-Suslin tree as defined in $V[M]$, and let $\mathcal{P}$ be the Magidor-style iteration from Sections 4.1 and 4.2, this time defined in $V[M \ast \mathcal{S} \ast \mathcal{P}]$. Then $V[M \ast \mathcal{S} \ast \mathcal{P}]$ will be our intended model for Theorem 1.3.

**Proposition 4.17.** $V[M] \models \langle \mathcal{K}_\alpha := S \ast (\dot{T} \times \dot{\mathcal{P}}_\alpha) \rangle$ has a $\kappa^+$-closed, dense subset.

We will abuse notation and use $\mathcal{K}_\alpha$ to also denote this dense subset.

**Proof.** We know that in $V[M]$, $S \ast \dot{T}$ is $\kappa^+$-closed (in fact, $\lambda$-closed) on a dense subset. Furthermore, $T$ is $\kappa^+$-distributive after forcing with $S$, so $\mathcal{P}_\alpha$, which is $\kappa^+$-closed after forcing with $S$, remains $\kappa^+$-closed after forcing with $S \ast \dot{T}$. Thus $\mathcal{K}_\alpha \simeq S \ast \dot{T} \ast \dot{\mathcal{P}}_\alpha$ is $\kappa^+$-closed on a dense subset. □

As in Sections 4.1 and 4.2, all cardinals $\leq \kappa^+$ are easily seen to be preserved. Furthermore, since $\lambda^{<\lambda} = \lambda$ in the extension by $M$, and since $S$ is $\lambda$-distributive in the $M$-extension, the equation $\lambda^{<\lambda} = \lambda$ still holds after forcing with $S$. Consequently, we may see that $\mathcal{P}$ is $\lambda^+$-cc. Thus all cardinals $\mu \geq \lambda^+$ are preserved. Furthermore, once we know that $\lambda$ is preserved, the $\lambda^+$-cc of $\mathcal{P}$ implies that we may catch our tail and achieve a model in which CSR(\lambda) holds.

The technical core of the theorem consists of simultaneously showing that $\mathcal{P}$ is $\lambda$-distributive, that $T$ is Suslin in $V[M \ast \mathcal{S} \ast \mathcal{P}]$, and that we can lift certain weakly compact embeddings.

**Lemma 4.18.** Fix $G \ast T$, an $M \ast \mathcal{S}$-generic over $V$. Suppose that $\alpha < \lambda^+$ and that $M$ is a $\lambda$-sized transitive model such that $\ell, M \ast \mathcal{S} \ast \mathcal{P}_\alpha \in M$. Suppose also that $N$ and $j : M \rightarrow N$ witness weak compactness of $\lambda$ and that $j(\ell)(\lambda) = \mathcal{K}_\alpha$. Then the following are true:

1. Let $H_\alpha$ be any $\mathcal{P}_\alpha$-generic over $V[G \ast T]$. There is a $j(M \ast \mathcal{S} \ast \mathcal{P}_\alpha)$-generic $G \ast \dot{T} \ast H_\alpha$ over $V$ such that $N[G \ast T \ast H_\alpha] \in N[G \ast \dot{T} \ast H_\alpha]$ and such that $V[G \ast \dot{T} \ast H_\alpha]$ defines a lift $j : M[G \ast T \ast H_\alpha] \rightarrow N[G \ast \dot{T} \ast H_\alpha]$.
2. $M[G][T] \models \langle \mathcal{P}_\alpha \rangle$ is $\lambda$-distributive”.
3. $M[G][T] \models "T \text{ remains Suslin after forcing with } \mathcal{P}_\alpha \”$.

**Proof.** Assuming (3) for $\beta < \alpha$, we prove (1) and (2) for $\alpha$ at the same time. Specifically, part of the proof will show that $M[G][T][H_\alpha]^{<\lambda} \subset M[G][T]$, so (2) follows because $H_\alpha$ is arbitrary. Then we will use the type of lift constructed in (1) for $\alpha$ to prove (3) for $\alpha$.

**Proof of (1) and (2).** We will lift the embedding $j : M \rightarrow N$ in three steps.
Our first step is to lift \( j : M \rightarrow N \) to have domain \( M[G] \). Since \( j(\ell)(\lambda) = \dot{\mathbb{K}}_{\alpha} \) is a \( j(M) \)-\( \kappa = M \)-name for a \( \kappa^+ \)-closed poset, there is a dense subset of \( j(M) \) giving us the forcing-equivalence
\[
j(M) \simeq M * (\dot{\mathbb{K}}_{\alpha} \times \text{Add}(\kappa, \lambda^*)) * \dot{\mathbb{N}}_{\lambda^*},
\]
where \( \lambda^* \) is the least \( N \)-inaccessible above \( \lambda \). Fix a \((T \times \mathbb{P}_\alpha)\)-generic filter \( B \times H_\alpha \) over \( V[G*T] \). Here \( B \) denotes the generic branch through \( T \). Let \( \dot{I} \) be \( \text{Add}(\kappa, \lambda^*) \)-generic over \( V[G*T*(B \times H_\alpha)] \), so that \( T * (B \times H_\alpha \times I) \) is \( \dot{\mathbb{K}}_{\alpha} * \text{Add}(\kappa, \lambda^*) \)-generic over \( V[G] \). Let \( G' \) be \( \dot{\mathbb{N}}_{\lambda^*} \)-generic over \( V[G*T*((B \times H_\alpha) \times I)] \). Since \( j[G] = G \subseteq \dot{G} \), we may lift \( j \) to an elementary embedding \( j : M[G] \rightarrow N[\dot{G}] \) working in \( V[G* T*((B \times H_\alpha) \times I)] \gtrless = N[j(G)] = N[\dot{G}] \).

The next step is to lift the embedding \( j \) to have domain \( M[G* T] \). We claim that there is a condition \( t^* \in j(\mathbb{S}) \) so that \( T \subseteq t^* \). Indeed, \( T \) is a normal, homogeneous \( \lambda \)-tree in \( N[\dot{G}] \) all of whose levels have size \( < j(\lambda) \). Since \( B \) is a cofinal branch through \( T \) in \( N[\dot{G}] \), we may find, by Fact 4.15, a condition in \( j(\mathbb{S}) \) which extends \( T \). Set \( t^* \in j(\mathbb{S}) \) to be the minimal extension of \( T \) by \( B \). Let \( \dot{T} \) be \( j(\mathbb{S}) \)-generic over \( V[\dot{G}] \) so that \( t^* \in \dot{T} \). Since \( T = j[T] \) and \( T \) is an initial segment of \( t^* \), we may extend \( j \) to an elementary embedding \( j : M[G* T] \rightarrow N[\dot{G} * \dot{T}] \).

The third step in the construction of the embedding is to show that we can lift the embedding \( j \) to have domain \( M[G* T * H_\alpha] \).

**Claim 4.19.** \( N[\dot{G} * \dot{T}] \) contains a strong master condition for \( H_\alpha \) with respect to \( j : M[G* T] \rightarrow N[\dot{G} * \dot{T}] \).

**Proof of Claim.** This is analogous to the proof of Claims 4.4 and 4.9; instead of going through all the details, we will point to the differences. Once again, the main point is to prove that if \( \beta < \alpha \), then \( S_\beta \) remains stationary in \( N[\dot{G} * \dot{T}] \). By the inductive assumption that \((3)\) holds for \( \beta < \alpha \), \( T \) is still Suslin after forcing with \( P_\beta \), and hence \( \dot{T} \) is still \( \lambda \)-cc in \( V[G* T* H_\beta] \). Thus \( S_\beta \) is stationary in \( V[G* T *(B \times H_\beta)] \) (here \( H_\beta := H_\alpha \cap P_\beta \)). The tail of the forcing \( P_\alpha \) from stage \( \beta \) onwards is still \( \kappa^+ \)-closed after forcing with \( T \), since \( T \) is \( \lambda \)-distributive. Since \( \kappa^{<\kappa} = \kappa \) in \( V[G* T* H_\beta] \) and \( S_\beta \) consists of points of cofinality \( \leq \kappa \), \( S_\beta \) is stationary in \( V[G* T* B* H_\alpha \cap I] \) and hence in \( N[G* T* B* H_\alpha] \) too. The argument that \( S_\beta \) remains stationary in \( N[\dot{G}] \) (after adjoining \( G' \)) is analogous to the previous ones. Finally, we use the \( j(\lambda) \)-distributivity of \( j(\mathbb{S}) \) to show that \( S_\beta \) remains stationary in \( N[\dot{G} * \dot{T}] \). \( \square \)

As in the proof of Lemma 4.3, we choose \( \dot{H}_\alpha \) to contain the master condition to complete the lift and to obtain \( M[G* T* H_\alpha]^{<\lambda} \subset M[G* T] \) and hence \( (2) \). \( \square \)

**Proof of (3).** Suppose \( A \subset T \) is a maximal antichain with \( A \in V[G* T* H_\alpha] \), and find a model \( M \) such that \( A \in M[G* T* H_\alpha] \). Using the lift \( j : M[G* T* H_\alpha] \rightarrow N[\dot{G} * \dot{T} * \dot{H}_\alpha] \), we will show that \( j(A) \) is bounded in \( \dot{T} \). It will then follow by elementarity that \( A \) is bounded in \( T \).

Now let \( \dot{A} \) be a \( P_\alpha \)-name for \( A \) in \( V[G][T] \) such that \( \dot{A} \in M[G][T] \). Observe that by the elementarity of \( j \), \( j(A) \cap \lambda = A \); in particular, \( A \) is a member of \( N[\dot{G} * \dot{T} * \dot{H}_\alpha] \). Recall that \( t^* \) is the minimal extension of \( T \) by the branch \( B \). We will show that every node of \( t^* \) at level \( \lambda \) extends some element of \( A \). This shows that \( A \) is in fact a maximal antichain in \( \dot{T} \), and hence \( j(A) = A \), since \( j(A) \supseteq A \) is also a maximal antichain in \( \dot{T} \).
We recall that \( t^* := T \cup \{ s^*(B \setminus \gamma) : s \in T \land \gamma < \lambda \} \). By definition of \( t^* \), to show that every element of \( t^* \) on level \( \lambda \) extends some element of \( A \), it suffices to show that the following holds:

\[ (*) \text{ for each } s \in T \text{ and } \gamma < \lambda, \text{ there is some } \eta > \gamma \text{ so that } s^*(B \upharpoonright \lbrack [\gamma, \eta) \rbrack) \text{ extends an element of } A. \]

By upwards absoluteness, it suffices to verify that \((*)\) holds in \( V[G* T*(B \times H_\alpha)] \); this will use a density argument in \( V[G \times T] \) and the genericity of the branch \( B \).

We will now work over the model \( V[G \times T] \) to argue that for each \( s \in T \) and \( \gamma < \lambda \), the set

\[ \{ (u, r) \in T \times \mathbb{P}_\alpha : (\exists \eta > \gamma) (u, r) \forces s^*(B \upharpoonright \lbrack [\gamma, \eta) \rbrack) \text{ extends a node in } \dot{A} \} \]

denoted \( D_{s, \gamma} \), is dense in \( T \times \mathbb{P}_\alpha \).

So fix some condition \((u, r)\) in \( T \times \mathbb{P}_\alpha \) as well as a node \( s \in T \) and an ordinal \( \gamma < \lambda \). Extend \( u \) if necessary so that \( \text{lh}(u) \geq \gamma \), noting that \( u \forces_T \dot{B} \upharpoonright \gamma = u \upharpoonright \gamma \).

Let \( \bar{u} := u \upharpoonright \lbrack [\gamma, \text{lh}(u)) \rbrack \) (it is possible that this is the empty sequence). Since \( u \in T \), \( u \) is an element of \( T \). By the homogeneity of \( T \), \( \bar{u} \in T \). As \( s \in T \), we have by another use of homogeneity that \( s^* \bar{u} \in T \). Recalling that \( \dot{A} \) is forced by \( \mathbb{P}_\alpha \) to be a maximal antichain in \( T \), we may extend \( r \) to a condition \( r^* \in \mathbb{P}_\alpha \) and find a (possibly trivial) extension \( s^* \bar{u} \bar{u}^* \) of \( s^* \bar{u} \) in \( T \) so that \( r^* \forces s^* \bar{u} \bar{u}^* \) extends an element of \( \dot{A} \). Now set \( u^* := u \bar{u} \bar{u}^* = (u \upharpoonright \gamma) \bar{u} \bar{u}^* \), and let \( \eta \) be the length of \( u^* \). We observe that \( u^* \forces_T \dot{B} \upharpoonright \lbrack [\gamma, \eta) \rbrack = \bar{u} \bar{u}^* \).

From this it now follows that \((u^*, r^*)\) forces that \( s^*(B \upharpoonright \lbrack [\gamma, \eta) \rbrack) \text{ extends an element of } \dot{A} \), which completes the proof that \( D_{s, \gamma} \) is dense. This in turn shows that \((*)\) holds in \( V[G \times T*(B \times H_\alpha)] \).

In summary, since \((*)\) holds, we conclude that every node in \( t^* \) on level \( \lambda \) extends an element of \( A \). As shown earlier, we now see that \( j(A) = A \), and hence \( j(A) \) is bounded in \( \dot{H} \). By the elementarity of \( j \), \( A \) is bounded in \( T \), completing the proof that \( T \) is Suslin after forcing with \( \mathbb{P}_\alpha \). \( \square \)

This completes the proof of Lemma 4.18.

\textbf{Lemma 4.20.} \( V[\mathbb{M} \ast \mathbb{S}] \models \lnot \mathbb{P}_\lambda^+ \text{ is } \lambda\text{-distributive.} \)

\textit{Proof.} As in Section 4.1, this uses the \( \lambda^+\)-cc of the full iteration \( \mathbb{P} \) together with the lifting lemma. The difference is that we use the definition of \( \ell \) to specifically use a transitive \( N \) and an elementary \( j : \mathcal{M} \rightarrow N \) with critical point \( \lambda \) so that \( j, M \in N \) and so that \( j(\ell)(\lambda) = \mathcal{K}_\alpha \). \( \square \)

Similarly, we have:

\textbf{Lemma 4.21.} \( V[\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}] \models \lnot \text{"}T \text{ is a } \lambda\text{-Suslin tree"}, \text{ i.e. } V[\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}] \models \lnot \text{SH}(\lambda). \)

\textbf{Lemma 4.22.} \( V[\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}] \models \text{CSR}(\lambda). \)

Finally, we note that we have the property which was our reason for using Mitchell forcing to begin with:

\textbf{Lemma 4.23.} \( V[\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}] \models \lnot \text{AP}(\kappa^{++}). \)

\textit{Proof.} This is very similar to the analogous lemma for Theorem 1.2. We find the relevant \( \bar{a} \) and \( C \) in \( M[G][T][H_\alpha] \) for some \( \alpha < \lambda^+ \) and lift a weakly compact embedding to \( j : M[G][T][H_\alpha] \rightarrow N[G][T][H_\alpha] \). We can show that for the relevant tree \( U \), we have a cofinal branch \( e \in N[G][T][H_\alpha][I][G'] \). Then we use the \( j(\lambda) \)-distributivity of \( j(\mathbb{S} \ast \mathbb{P}_\alpha) \) to show that \( e \in N[G] = N[G][T][B][H_\alpha][I][G'] \). Since
\[ \mathbb{N}_\lambda \text{ is a projection of a product of a } \kappa^+\text{-closed poset with a square-}\kappa^+\text{-cc poset and } N[G][T][B][H_\alpha][I] = "2^\kappa > \lambda", \text{ we see that } e \in N[G][T][H_\alpha][B][I]. \text{ Then because } N[G][T][B][H_\alpha][I] = "\lambda \text{ is regular"}, \text{ we have a contradiction.} \]

We obviously cannot make an argument for \( TP(\kappa^{++}) \) work since the model has \( \kappa^{++}\text{-Suslin trees}. \) However, since the argument for \( \neg AP(\kappa^{++}) \) deals with cofinal branches of trees, it is worth pointing out where exactly the argument for \( TP(\kappa^{++}) \) will break down. Even though we could take a \( \kappa^{++} \) tree \( T \in M[G][T][H] \) and argue that it has a cofinal branch \( b \in N[G][T][H], \) the forcing that adjoins \( B \) makes it impossible to argue that \( b \in N[G][T][H]. \) By contrast, the argument for \( \neg AP(\kappa^{++}) \) does not require us to show that the cofinal branch of interest is in \( N[G][T][H]. \)

5. Results from Mahlo Cardinals

5.1. Obtaining \( SR(\kappa^{++}) \land wTP(\kappa^{++}) \land AP(\kappa^{++}) \). In this section we will prove Theorem 1.4 using methods somewhat similar to our proof of Theorem 1.1. The reader should observe that while many of the steps are similar, the arrangement has non-trivial differences due to the nature of the embeddings we use for Mahlo cardinals.

We assume that \( \kappa \) is regular with \( \kappa^\kappa = \kappa, \lambda \text{ is Mahlo, and } \kappa < \lambda. \) We denote the poset \( M(\kappa, \lambda) \) from Definition 2.6 as \( M. \) Once more, \( V[M] \models "\kappa^{++} = \lambda". \) Again, we work in \( V[M] \) to define a standard club-adding iteration \( \mathbb{P}_\lambda := \langle \mathbb{P}_\alpha, \check{Q}_\alpha | \alpha < \lambda^+ \rangle. \) As in the construction for Theorem 1.1, we define both the iteration and a sequence \( \langle \check{S}_\alpha | \alpha < \lambda^+ \rangle \) so that for each \( \alpha \), there are \( \beta \) and \( \gamma \) so that \( \check{S}_\alpha \) will be the \( \gamma^{th} \) \( \mathbb{P}_\beta \)-name for a subset of \( \lambda \cap \text{cof}(\leq \kappa) \) that has no reflection points of cofinality \( \kappa^+. \) Our iteration will be defined so that for all \( \alpha < \lambda^+, \mathbb{P}_\alpha + 1 = \mathbb{P}_\alpha * \check{Q}_\alpha = \mathbb{P}_\alpha * \text{CU}(\lambda \setminus \check{S}_\alpha). \)

**Proposition 5.1.** \( \mathbb{P}_\lambda \) has the \( \lambda^+\text{-chain condition}. \)

Work in \( V \) and let \( N \) be a transitive set modeling a rich fragment of ZFC which is closed under \( \lambda^+\text{-sequences} \) in \( V. \) Here \( N \) will be \( H_{\check{\Theta}} \) for \( \check{\Theta} \geq (2^{\lambda^+})^+. \) (Hence \( \check{M}(\kappa, \lambda) * \mathbb{P}_\lambda \) is in \( N. \)) Recall the concept of rich submodels and the associated notation that was introduced in Section 3.12.

**Lemma 5.2.** For all \( \alpha < \lambda^+ \) and every rich \( M \) with \( \alpha \in M, \) the following hold:

1. For any \( \check{M} * \mathbb{P}_\alpha \text{-generic} \ G \ast H \over N \) there is an \( \check{M} * \mathbb{P}_\alpha \text{-generic} \ G \ast H \over N \) such that in \( N[G \ast H] \) we can lift the elementary embedding \( j : \check{M} \rightarrow N \) to \( j : M[G][H] \rightarrow N[G][H]. \)
2. \( \models M \models \mathbb{P}_\alpha \text{ is } \lambda\text{-distributed} \).
3. For any \( \check{M} * \mathbb{P}_\alpha \text{-generic} \ G \ast H \over N, \check{S}_\alpha \) is non-stationary in \( N[G][H]. \)

**Proof.** The proof is by induction on \( \alpha < \lambda^+. \) Let us assume that the lemma holds for all \( \beta < \alpha, \) and we will prove that it holds for \( \alpha. \) In particular, we show that (1) holds at \( \alpha \) using that (3) holds for all \( \beta < \alpha, \) (2) is an easy consequence of the proof of (1), and finally, (3) follows from (1) and (2) for \( \alpha. \)

Let \( M \) be a rich model with \( \alpha \in M. \)

**Proof of (1).** First note that \( \check{M} = \check{M}(\kappa, \lambda) \) since \( M \) is closed under \( < \lambda \text{-sequences} \) and the conditions in \( \check{M}(\kappa, \lambda) \) are bounded below \( \lambda. \) Let \( \check{G} \ast H \) be an \( \check{M} * \mathbb{P}_\alpha \text{-generic} \) filter over \( N. \)

\footnote{Note that \( \mathbb{P}_\alpha \) is an iteration of length \( \check{\alpha}. \)}
Proof of (3). By (3) for all $\beta \in M \cap \alpha$, working in $N[\bar{G}]$ we can find $\bar{P}_\beta$-names $\bar{D}_\beta$ for club subsets of $\check{\lambda}$ such that $\bar{\check{G}} \models N[\bar{G}] \bar{D}_\beta \cap \check{S}_\beta = \emptyset$. It is straightforward to argue that

$$D := \{ \bar{p} \in \bar{P}_\alpha \mid \forall \beta < \bar{\alpha}, \bar{p} \models N[\bar{G}] \exists \bar{\beta} \models N[\bar{G}] \max \bar{p}(\bar{\beta}) \in \bar{D}_\beta \}$$

is dense in $\bar{P}_\alpha$ and $\bar{\lambda}$-closed. \qed

Work in $N[\bar{G}]$. Since $\bar{P}_\alpha$ has size $\check{\lambda}$, it holds that $M/\bar{G} \simeq M/\bar{G} \times D \simeq M/\bar{G} \times \bar{P}_\alpha$ by the previous claim and Lemma $3.3$. Let $G'$ be an $M/\bar{G}$-generic over $N[\bar{G}][H]$; then $N[\bar{G}][H][G']$ can be written as $N[\bar{G}]$, for some $M$-generic $\bar{G}$ over $N$.

Now, working in $N[\bar{G}]$, we lift the elementary embedding $j : M \rightarrow N$ to $j : M[\bar{G}] \rightarrow N[\bar{G}]$. We know that $j$ is the identity below $\bar{\lambda}$ and the conditions in $M(\kappa, \bar{\lambda})$ are bounded in $\bar{\lambda}$, and so $j[\bar{G}] = \bar{G} \subseteq \bar{G}$, and we can lift by Fact $2.17$.

To lift the elementary embedding further we will find a strong master condition $q$ for $j$ and $\bar{P}_\alpha$.

Work in $N[\bar{G}]$: Let $\langle C_\beta \mid \beta < \bar{\alpha} \rangle$ be the sequence of club sets in $\check{\lambda}$ added by $\bar{H}$, noting that this sequence is in $N[\bar{G}]$ since $\bar{H}$ is. Let us define $q$ such that $\text{dom}(q) = j(\bar{\alpha})$ and for $\beta \in j(\bar{\alpha})$, $q(\beta) = C_\beta \cup \{ \bar{\lambda} \}$. Since we ensured $\bar{H} \in N[\bar{G}]$, $q$ is an element of $N[\bar{G}]$.

It suffices to verify that $q$ is a condition in $\bar{P}_\alpha$ since it is by definition below every condition in $j[H]$. This follows as $\bar{\lambda}$ is an ordinal of cofinality $\kappa^+$ below $\lambda$ in $N[\bar{G}]$ and therefore for each $\beta < \bar{\alpha}$, $C_\beta \cup \{ \bar{\lambda} \}$ is a closed bounded subset of $\lambda \setminus S_\beta$.

Let $H$ be a $\bar{P}_\alpha$-generic over $N[\bar{G}]$ which contains $q$; then $j[H] \subseteq H$ and we can lift the elementary embedding $j : M[\bar{G}] \rightarrow N[\bar{G}]$ to $j : M[\bar{G}][H] \rightarrow N[\bar{G}][H]$ by Fact $2.17$. \qed

Proof of (2). By elementarity, it is enough to show that $\bar{M}$ over $M$ forces that $\bar{P}_\alpha$ is $\bar{\lambda}$-distributive. Assume for a contradiction that there is a condition $\bar{m}$ which forces that $\bar{P}_\alpha$ is not $\bar{\lambda}$-distributive. Let $\bar{G}$ be an $M$-generic over $N$ which contains $\bar{m}$. It means that in $M[\bar{G}]$ it holds that $\bar{P}_\alpha$ is not $\bar{\lambda}$-distributive, therefore there is a condition $\bar{p} \in \bar{P}_\alpha$ and a $\bar{P}_\alpha$-name $\check{x}$ such that $\bar{p} \models \check{x}$ is a new sequence of ordinals of length less than $\check{\lambda}$. Let $\bar{H}$ be a $\bar{P}_\alpha$-generic over $N[\bar{G}]$ which contains $\bar{p}$; then $x = \check{x}^\bar{H}$ is a sequence of ordinals of length less than $\bar{\lambda}$ which is in $M[\bar{G}][\bar{H}]$ but not in $M[\bar{G}]$.

However, by the proof of (1) we can lift the embedding $j$ from $M[\bar{G}]$ to $N[\bar{G}]$ for some $G$, and moreover there is in $N[\bar{G}]$ a condition $q \in j(\bar{P}_\alpha) = \bar{P}_\alpha$ below $j[H]$. It follows that $M[\bar{G}]$ and $M[\bar{G}][H]$ must have the same sequences of ordinals of length less than $\bar{\lambda}$ by Fact $2.19$, which is a contradiction. \qed

Proof of (3). Let $G \ast \bar{H}$ be an $M \ast \bar{P}_\alpha$-generic over $N$, and let us lift the elementary embedding $j : M \rightarrow N$ as in the proof of (1) to $j : M[\bar{G}][H] \rightarrow N[\bar{G}][H] = N[\bar{G}][H][G'][H]$ where $G \ast H$ is an $M \ast \bar{P}_\alpha$-generic over $N$ and $G'$ is an $M/G$-generic over $N[\bar{G}][H]$.

First note that $j(\bar{S}_\alpha) = S_\alpha$ and $j(\bar{S}_\alpha) \cap \bar{\lambda} = \bar{S}_\alpha$ since $j$ is the identity below $\bar{\lambda}$. Therefore $S_\alpha$ must be non-stationary in $N[\bar{G}][H][G'][H]$ since $S_\alpha$ is non-reflecting and $\lambda$ is an ordinal of cofinality $\kappa^+$ in $N[\bar{G}][H][G'][H]$. Therefore it is enough to show that $M/G \ast \bar{P}_\alpha$ (for which $G' \ast H$ is generic) does not destroy stationary subsets of $\check{\lambda} \cap \text{cof}(\leq \kappa)$ over $N[\bar{G}][H]$, and hence $\bar{S}_\alpha$ is non-stationary in $N[\bar{G}][H]$ as well.

By (2), $\bar{P}_\alpha$ is $\lambda$-distributive over $N[\bar{G}][H][G']$. Since $\lambda > \bar{\lambda}$ and $\bar{S}_\alpha \subseteq \bar{\lambda}$, $\bar{S}_\alpha$ is non-stationary in $N[\bar{G}][H][G']$. By Lemma $3.4$, $M/\bar{G}$ does not destroy stationary
subsets of $\bar{\lambda} \cap \text{cof}(\leq \kappa)$ over $N[\bar{G}][\bar{H}]$. Therefore $\bar{S}_\alpha$ is already non-stationary in $N[\bar{G}][\bar{H}]$. \[ \square \]

This finishes the whole proof of Lemma 5.2. \[ \square \]

Lemma 5.4. $V[\mathbb{M}] \models \text{"}P_{\lambda^+} \text{ is } \lambda\text{-distributive"}$. \[ \square \]

Proof. As in the proof of Lemma 4.5 we could choose $N$ to contain a supposed counterexample $\bar{f}$, so this follows from Lemma 5.2(2). \[ \square \]

Proposition 5.5. $V[\mathbb{M} \ast P_{\lambda^+}] \models \text{SR}(\lambda)$. \[ \square \]

Proof. As $P_{\lambda^+}$ is $\lambda$-distributive and we have preservation of $\lambda$, this follows by construction and from Fact 2.23. \[ \square \]

Lemma 5.6. $V[\mathbb{M} \ast P_{\lambda^+}] \models \text{AP}(\lambda)$. \[ \square \]

Proof. This follows from $V[\mathbb{M}] \models \text{AP}(\lambda)$ and the fact that $P_{\lambda^+}$ is $\lambda$-distributive. \[ \square \]

Lemma 5.7. $V[\mathbb{M} \ast P_{\lambda^+}] \models \text{wTP}(\lambda)$. \[ \square \]

Proof. Assume for contradiction that $\mathbb{M} \ast P_{\lambda^+}$ adds a special $\lambda$-Aronszajn tree. By Fact 2.23 there is $\alpha < \lambda^+$ such that the tree and a specializing function for it are already added by $\mathbb{M} \ast P_\alpha$. Let us fix this $\alpha$. Let $\bar{T}$ be an $\mathbb{M} \ast P_\alpha$-name for a special $\lambda$-Aronszajn tree, $\bar{f}$ a name for a specialization function for $\bar{T}$ and $(m, p) \in \mathbb{M} \ast P_\alpha$ a condition which forces these facts. Following the notation in Definition 3.9, let $\Theta$ be sufficiently large with $N = H_\Theta$, and let $M$ be a rich model in $N$ such that $\bar{T}$, $\bar{f}$, $(m, p)$ and $\alpha$ are in $M$.

Let $\bar{G} \ast \bar{H}$ be a $\mathbb{M} \ast P_\alpha$-generic over $N$ which contains $(\bar{m}, \bar{p})$. As in the proof of Lemma 5.2(1), lift the embedding $j$ from $\bar{M}[\bar{G}][\bar{H}]$ to $N[\bar{G}][\bar{H}] = N[\bar{G}][H][G'][H]$, where $G \ast H$ is $\mathbb{M} \ast P_\alpha$-generic over $N$, and $G'$ is $\mathbb{M}/\bar{G}$-generic over $N[\bar{G}][\bar{H}]$. In $N[\bar{G}][\bar{H}]$, $T = \bar{T}^{G \ast H}$ is a special $\lambda$-Aronszajn tree with the specialization function $f = \bar{f}^{G \ast H}$ since $j((\bar{m}, \bar{p})) = (m, p) \in G \ast H$. As we assumed that $\bar{T}$ and $\bar{f}$ are in $\bar{M}$, there are $T$ and $f$ in $N[\bar{G}][\bar{H}]$ such that $j(T) = T$ and $j(f) = f$. Moreover, as $j$ is the identity below $\lambda$ we have $T \upharpoonright \lambda = T$ and $f \upharpoonright \lambda = f$. Note that $T$ has a cofinal branch $b$ in $N[\bar{G}][\bar{H}]$ since $T \upharpoonright \lambda = \bar{T}$. We will show that this branch is already in $N[\bar{G}][\bar{H}]$, and this will be a contradiction as $\bar{f} \upharpoonright b$ (modulo some bijection between $\lambda$ and $b$) collapses $\lambda$ to $\kappa^+$. This will contradict the fact that $\mathbb{M} \ast P_\alpha$ preserves $\lambda$.

First, note that $b$ cannot be added by $P_\alpha$ as $P_\alpha$ is $\lambda$-distributive ($\lambda > \bar{\lambda}$) over $N[G] = N[\bar{G}][H][G']$ and $b$ has length $\bar{\lambda}$. To finish the proof it suffices to show that $\mathbb{M}/G$ over $N[\bar{G}][\bar{H}]$ cannot add $b$, and this follows from Lemma 3.4 since $P_\alpha$ has a $\lambda$-closed dense subset. \[ \square \]

5.2. A Guessing Argument for $\text{SR}(\kappa^{++}) \land \neg \text{AP}(\kappa^{++})$ from a Mahlo Cardinal.

Now we are in a position to perform a new proof of $\text{SR}(\kappa^{++}) \land \neg \text{AP}(\kappa^{++})$ from a Mahlo cardinal. We will explain it in terms of the modifications that must be made to the proof of Theorem 1.4.

Let $\kappa < \lambda$ again be a regular cardinal such that $\kappa^{<\kappa} = \kappa$. We will assume both $V \models \text{"}\lambda \text{ is Mahlo"}$ and that $V \models \diamond_\lambda(\text{Reg})$, which follows from the consistency of a Mahlo cardinal—for example, in $L$. Let $\ell : \lambda \to V_\lambda$ witness statement (2) from Proposition 3.12. Let $\mathbb{M} = \mathbb{M}_\ell(\kappa, \lambda)$ be the guessing poset from Definition 3.5, defined in terms of $\ell$. Let $P_{\lambda^+}$ and $N$ be as in the construction for Theorem 1.4.
Lemma 5.8. For all $\alpha < \lambda^+$ and every rich $M$ with $\alpha \in M$ and $\ell(\bar{\lambda}_M) = \pi_M(\bar{\alpha})$, the following hold:

1. For any $\mathbb{M} * \mathbb{P}_\alpha$-generic $\bar{G} * \bar{H}$ over $N$ there is an $\mathbb{M} * \mathbb{P}_\alpha$-generic $G * H$ over $N$ such that in $N[\bar{G} * \bar{H}]$ we can lift the elementary embedding $j : M \to N$ to $j : \bar{M}[\bar{G}] [\bar{H}] \to N[\bar{G}][\bar{H}]$.

2. $\vDash_{\mathbb{M}} \bar{\mathbb{P}}_\alpha$ is $\lambda$-distributive.

3. For any $\mathbb{M} * \mathbb{P}_\alpha$-generic $G * H$ over $N$, $S_\alpha$ is non-stationary in $N[\bar{G}][\bar{H}]$.

Proof. The proof is very similar to that of Lemma 5.2; the only difference is in the proof that (1) holds at $\alpha$ assuming that (3) holds for all $\beta < \alpha$. Again, we let $G * H$ be an $\mathbb{M} * \mathbb{P}_\alpha$-generic over $N$.

Once we have established that $N[\bar{G}] \models \bar{\mathbb{P}}_\alpha$ has a $\bar{\lambda}$-closed dense subset”, we can use the guessing property of $\ell$ to conclude that we have the forcing equivalence $\mathbb{M}/\bar{G} \simeq (\bar{\mathbb{P}}_\alpha \times \text{Add}(\kappa, \lambda^*)) * \mathbb{N}_\lambda$, where $\lambda^*$ is the next inaccessible after $\lambda$. Let $\bar{H} \times I$ be $\bar{\mathbb{P}}_\alpha \times \text{Add}(\kappa, \lambda^*)$-generic over $N[\bar{G}]$ and let $G'$ be $\mathbb{N}_\lambda$-generic over $N[\bar{G}][\bar{H} \times I]$. Therefore, it follows that we can express $N[G] = N[G][\bar{H} \times I][G']$ where $G$ is $\mathbb{M}$-generic over $N$. Adjoining $I * G'$ similarly preserves stationary sets and does not add branches to the relevant trees. The rest of the proof proceeds as before. $\square$

As before we find that $V[M] \models \bar{\mathbb{P}}_{\lambda^*}$ is $\lambda$-distributive” and $V[M \ast \bar{P}_{\lambda^*}] \models \text{SR}(\kappa^{++})$.

Lemma 5.9. $V[M \ast \bar{P}_{\lambda^*}] \models \neg \text{AP}(\kappa^{++})$.

Proof. This argument will be almost the same as the one from Lemma 4.13. We suppose for contradiction that $V[M \ast \bar{P}_{\lambda^*}] \models \text{AP}(\kappa^{++})$, which means that this will be witnessed in $N[M \ast \mathbb{P}_\alpha]$ for some $\alpha < \lambda^+$ with respect to an enumeration $\bar{a} = \langle a_i \mid i < \lambda \rangle$ of all bounded subsets of $\lambda$ in that model. Find $(m, p) \in \mathbb{M} \ast \mathbb{P}_\alpha$ forcing this, let $M$ be a rich model containing these parameters, and let $G * \bar{H}$ be an $\mathbb{M} * \mathbb{P}_\alpha$-generic containing $(\bar{m}, \bar{p})$. We will use a lift $j : \bar{M}[\bar{G}][\bar{H}] \to N[\bar{G}][\bar{H}]$. Let $C$ be a club of points that are approachable with respect to $\bar{a}$, and note that $\lambda \in C$. Let $e$ be a short club witnessing the approachability of the point $\lambda$, and consider the tree $U := (\lambda < \kappa) \cap N[\bar{G}][\bar{H}]$. We see that $U$ has a cofinal branch of length $\kappa^+$ given by $e$ which is in $N[\bar{G}][\bar{H}][I]$ because of the properties of the extension by $H'$, and this in turn leads us to a contradiction because $N[\bar{G}][\bar{H}][I] \models \bar{\lambda} = \kappa^{++}$. $\square$

5.3. Obtaining $\text{SR}(\kappa^{++}) \land \neg \text{SH}(\kappa^{++}) \land \neg \text{AP}(\kappa^{++})$. The construction for Theorem 1.6 combines ideas from Theorems 1.5 and 1.3. Assume again that $V \models \text{"\lambda is Mahlo and } \Diamond_{\lambda}(\text{Reg}) \text{ holds}”, and let $\ell : \lambda \to V_\lambda$ witness the alternate formulation of this diamond from Proposition 3.12. Let $\kappa < \lambda$ be regular with $\kappa^{<\kappa} = \kappa$, let $\mathbb{M} = \mathbb{M}_\kappa(\kappa, \lambda)$, let $\mathbb{S}$ be Kunen’s forcing for adding a $\kappa^+\text{-Suslin}$ tree as defined in $V[\mathbb{M}]$, and let $\mathbb{P}$ be the club-adding iteration from Theorems 1.4 and 1.5 defined in terms of an enumeration $\langle S_\alpha \mid \alpha < \lambda^+ \rangle$. Our intended model will then be $V[\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}]$. To this end, we let $N = H_\Theta$ for a large enough $\Theta$ to prove that the extension has the needed properties.

The main task will be to establish a lifting lemma. We again use the notation in which, working in $V[\mathbb{M}]$, we define $\mathbb{K}_\alpha = \mathbb{S} \ast (T \times \mathbb{P}_\alpha)$.

Lemma 5.10. For all $\alpha < \lambda^+$ and every rich $M \prec N$ with $\alpha \in M$ and $\ell(\bar{\lambda}_M) = \pi_M(\bar{\alpha})$, the following hold:
(1) For any $\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}_\alpha$-generic $\dot{T} \ast \dot{H}$ over $N$ there is an $\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}_\alpha$-generic $\dot{G} \ast \dot{T} \ast \dot{H}$ such that in $N[\dot{G} \ast \dot{T} \ast \dot{H}]$ we can lift the elementary embedding $j : M \rightarrow N$ to $j : M[\dot{G}][\dot{T}][\dot{H}] \rightarrow N[\dot{G}][\dot{T}][\dot{H}]$.

(2) $N[\mathbb{M} \ast \mathbb{P} \ast \mathbb{P}_\alpha]$ is $\lambda$-distributed.

(3) $N[\mathbb{M} \ast \mathbb{P}_\alpha]$ forces that the tree added by $\mathbb{S}$ remains Suslin.

(4) For any $\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}_\alpha$-generic $\dot{G} \ast \dot{T} \ast \dot{H}$ over $N$, $S_\alpha$ is non-stationary in $N[\dot{G}][\dot{T}][\dot{H}]$.

Proof. We will prove that (1) holds for $\alpha$ assuming (4) for $\beta < \alpha$. Then (2) and (3) will both be consequences of (1) for $\alpha$. Finally, we use (1) and (2) to prove (4) for $\alpha$.

Proof of (1). We have $\mathbb{M} = \mathbb{M}_\ell(\kappa, \lambda)$ by the closure properties of $M$. Let $\dot{G} \ast \dot{T} \ast \dot{H}$ be $\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}_\alpha$-generic over $N$.

We start by working in $N[\dot{G}]$, so that we can lift to $j : M[\dot{G}] \rightarrow N[\dot{G}]$.

Claim 5.11. $N[\dot{G}] \models \bar{\kappa}_\alpha$ has a $\bar{\lambda}$-closed dense subset.

Proof of Claim. By elementarity, $\mathbb{S} \ast \mathbb{T}$ has a $\bar{\lambda}$-closed dense subset $D(\mathbb{S} \ast \mathbb{T})$. Using (4) for $\beta \in M \cap \alpha$, we find $\mathbb{S} \ast (\mathbb{T} \times \mathbb{P}_\beta)$-names $\dot{D}_\beta$ for clubs in $\bar{\lambda}$ avoiding $S_\beta$. Then we can see that

$$\{(s, t, p) : (s, t) \in D(\mathbb{S} \ast \mathbb{T}) \land \forall \beta \in M \cap \alpha, (s, t, p | \beta) \models N[G]\}_{\mathbb{S} \ast (\mathbb{T} \times \mathbb{P}_\beta)} \max p(\beta) \in \dot{D}_\beta$$

is $\bar{\lambda}$-closed and dense in $\bar{\kappa}_\alpha$.

We again abuse notation, letting $\bar{\kappa}_\alpha$ denote this dense subset. Then in $N[\dot{G}]$ we have the equivalence $M/\dot{G} \simeq (\bar{\kappa}_\alpha \times \text{Add}(\kappa, \lambda^*)) \ast \mathbb{N}_{\bar{\lambda}^*}$, where $\lambda^*$ is the least inaccessible above $\bar{\lambda}$. Next let $\dot{B}$ be a generic branch through $\dot{T}$ and $I$ an $\text{Add}(\kappa, \lambda^*)$-generic over $N[\dot{G} \ast \dot{T} \ast (\dot{B} \times \dot{H})]$ so that $G := ((\dot{T} \ast (\dot{B} \times \dot{H})) \times I) \ast G'$ is $\mathbb{M}$-generic over $N$. Then we can lift the embedding to $j : M[G] \rightarrow N[G]$.

To lift $j$ to have domain $M[G \ast \dot{T}]$, we choose $t^*$ to be the minimal extension of $\dot{T}$ by $B$ (as in the proof of Lemma 4.18(1)) and let $T$ be $j(\mathbb{S})$-generic over $N[G]$ such that $t^* \in T$. Then we lift to $j : M[G \ast T] \rightarrow N[G \ast T]$.

Lifting $j$ to have domain $M[G \ast \dot{T} \ast \dot{H}]$ proceeds as in the proof of Lemma 5.2(1): We find a strong master condition $q$ for $j$ and $\mathbb{P}_\alpha$, and we are able to verify that it is in fact a condition from the fact that $N[G \ast T] \models \text{"cf}(\bar{\lambda}) = \kappa^+$. \qed

Proof of (2). This is exactly as in the proof of Lemma 5.2(2). \qed

Proof of (3). We argue as in the proof of Lemma 4.18(3), making the necessary adjustments to suit our present setting.

Suppose for a contradiction that there is some $(s, p) \in \mathbb{S} \ast \mathbb{P}_\alpha$ forcing over $N[\dot{G}]$ that the generic tree added by $\mathbb{S}$ is not Suslin as witnessed by an unbounded antichain with an $\mathbb{S} \ast \mathbb{P}_\alpha$-name $\dot{A}$. Find a rich model $M \prec N$ containing $(s, p)$ and $\dot{A}$. Let $T \ast \dot{H}$ be an $\mathbb{S} \ast \mathbb{P}_\alpha$-generic containing $(s, p)$ and use (1) to obtain a lift $j : M[G \ast T \ast \dot{H}] \rightarrow N[G \ast T \ast \dot{H}]$ where $G \ast T \ast \dot{H}$ is the relevant $\mathbb{M} \ast \mathbb{S} \ast \mathbb{P}_\alpha$-generic. In particular, we are using that $T$ contains $t^*$, the minimal extension of $\dot{T}$ by $B$ used in the proof. Observe that, as in the proof of Lemma 4.18(3), every node of $t^*$ at level $\bar{\lambda}$ extends an element of $\dot{A}$ (essentially the same argument works). Hence $\dot{A}$ is a maximal antichain in $T$ and hence $\dot{A} = A$, meaning that $A$ is bounded in $T$. \qed
This is a contradiction of our assumptions about the name $\dot{A}$ and the information forced by $(s,p)$.

**Proof of (4).** This is as in the proof of Lemma 5.2(3), but with an extra application of Fact 2.9 to explain that adjoining the $\text{Add}(\kappa, \lambda^*)$-generic $I$ does not destroy stationary subsets of $\check{\lambda} \cap \text{cof}(\leq \kappa)$.

This completes the proof of Lemma 5.10.

We find that $V[\mathcal{M} * S * P] \models \text{SR}(\kappa^{++}), \neg \text{AP}(\kappa^{++})$ as in previous arguments.

6. **Obtaining Large $2^\kappa$**

Now we will obtain our previous results with large $2^\kappa$. This will be done by forcing $\text{Add}(\kappa, \mu)$ for arbitrarily large $\mu$ of cofinality $> \kappa$. Although this might seem easy, we are faced with two problems: the preservation of the stationary reflection properties, and the preservation of the properties pertaining to trees. The first problem is dealt with using some preservation theorems of the third author. The second requires us to use the embeddings constructed in the previous sections and work around the fact that extra copies of Cohen forcing cannot be absorbed into the quotients of Mitchell forcing (neither using the actual absorption lemma nor using the guessing trick with $M_\ell(\kappa, \lambda)$).

In several instances we will make use of the fact that we can reinterpret certain iterations as products:

**Observation 6.1.** If $P * Q$ is a two-step iteration where $P$ is $\delta$-distributive, conditions in $Q$ are forced to have size $< \delta$, and $P$ does not change the definition of $Q$, then we have the forcing-equivalence $P * Q \simeq P \times Q$. In particular, if $P$ is $\delta$-distributive, then $P * \text{Add}(\kappa, \beta) \simeq P \times \text{Add}(\kappa, \beta)$ for any $\kappa \leq \delta$ and any $\beta$.

We also need a stronger branch-preserving lemma that allows us to deal with trees that have been added by $\kappa^{++}$-cc forcings:

**Fact 6.2.** [23] Let $\kappa$ be regular, and let $\delta$ be an ordinal of cofinality at least $\kappa^+$. Assume that $P$ and $Q$ are forcing notions such that $P$ is $\kappa^+$-cc and $Q$ is $\kappa^+$-closed. If $T$ is a tree in $V[P]$ of height $\delta$ and levels of size $< 2^\kappa$, then forcing with $Q$ over $V[P]$ does not add cofinal branches to $T$.

We continue in the first subsection with general results about the preservation of approachability. Afterwards, we have subsections which address large $2^\kappa$ in the context of our weakly compact results and then in the context of our Mahlo results.

6.1. **Preservation of the Failure of Approachability.** For preserving the failure of approachability, we use a result from [10] that $\neg \text{AP}(\kappa^{++})$ is preserved under all $\kappa$-centered forcings. Recall that $Q$ is $\kappa$-centered for a regular $\kappa$ if $Q$ can be written as the union of a family $\{Q_\alpha \subseteq Q \mid \alpha < \kappa\}$ such that for every $\alpha < \kappa$ and every $p, q \in Q_\alpha$ there exists $r \in Q_\alpha$ with $r \leq p, q$.

**Fact 6.3.** [10] Assume $\neg \text{AP}(\kappa^{++})$ holds and $Q$ is $\kappa$-centered. Then the forcing $Q$ forces $\neg \text{AP}(\kappa^{++})$.

**Lemma 6.4.** Suppose $\kappa^{< \kappa} = \kappa$ and $\nu \leq 2^\kappa$. Then $\text{Add}(\kappa, \nu)$ is $\kappa$-centered.
Proof. We give a sketch of proof for the benefit of the reader. By a standard ZFC argument, for every $\nu \leq 2^\kappa$, there is a system $\{M(\alpha, i) \mid \alpha < \nu, i < 2\}$ of subsets of $\kappa$ which forms an independent system. Namely for each $\alpha < \nu$, $M(\alpha, 0)$ and $M(\alpha, 1)$ form a partition of $\kappa$ into two infinite sets and that for every function $f : x \rightarrow 2$ where $x \subseteq \nu$ has size $< \kappa$, the intersection of $\{M(\alpha, f(\alpha)) \mid \alpha \in x\}$ has size $\kappa$. Let us view $\text{Add}(\kappa, \nu)$ (equivalently) as functions from subsets of $\nu$ of size $< \kappa$ to $2$. For each $\alpha < \kappa$, define $F_\alpha : \nu \rightarrow 2$ by $F_\alpha(\beta) = i$, for the unique $i$ with $\alpha \in M(\beta, i)$. Let $P_\alpha = \{p \in \text{Add}(\kappa, \nu) \mid p \text{ compatible with } F_\alpha\}$. Each $P_\alpha$ is clearly centered. Let us check that $\bigcup_{\alpha < \kappa} P_\alpha = \text{Add}(\kappa, \nu)$. For $p \in \text{Add}(\kappa, \nu)$ with domain $J$ of size $< \kappa$, the intersection $X_p = \bigcap\{M(\beta, p(\beta)) \mid \beta \in J\}$ is non-empty. For any $\alpha \in X_p$, $p$ is compatible with $F_\alpha$: clearly, $F_\alpha(\beta) = p(\beta)$ for any $\beta \in J$. It follows that $p \in P_\alpha$, and we are done.

**Proposition 6.5.** Assume $\kappa^{<\kappa} = \kappa$ and $\mu \geq \kappa^{++}$. If $\text{Add}(\kappa, \mu)$ forces $\text{AP}(\kappa^{++})$, then so does $\text{Add}(\kappa, \kappa^{++})$.

**Proof.** Assume that $\text{Add}(\kappa, \mu)$ forces $\text{AP}(\kappa^{++})$. The approachability of $\kappa^{++}$ is witnessed by a sequence of bounded subsets of $\kappa^{++}$, $\vec{a} = \langle a_\alpha \mid \alpha < \kappa^{++} \rangle$, a closed unbounded set $C \subseteq \kappa^{++}$ and by a sequence $A = \langle A_\alpha \mid \alpha \in C \text{ and } A_\alpha \subseteq \alpha \rangle$, where each $A_\alpha$ is cofinal in $\alpha$. Since all these objects have size $\kappa^{++}$ and $\text{Add}(\kappa, \mu)$ is $\kappa^{++}$-cc, we can fix $\text{Add}(\kappa, \mu)$-nice names $\vec{a}$, $\vec{C}$, and $\vec{A}$ for $\vec{a}$, $C$ and $A$, respectively, each of size $\kappa^{++}$.

Let $B \subseteq \mu$ be the set of coordinates in the Cohen forcing which appear in the names $\vec{a}$, $\vec{C}$ or $\vec{A}$; $B$ has size at most $\kappa^{++}$. Then the Cohen forcing with coordinates in $B$ forces $\text{AP}(\kappa^{++})$, and hence also $\text{Add}(\kappa, \kappa^{++})$ forces it because any bijection between $B$ and $\kappa^{++}$ determines an isomorphism between $\text{Add}(\kappa, B)$ and $\text{Add}(\kappa, \kappa^{++})$.

**Remark 6.6.** The use of the preservation argument makes the following proofs shorter, but this is not necessary. Arguments based on a quotient analysis may be used for failure of $\text{AP}(\kappa^{++})$ as well, with the proofs being analogous to those of Lemmas 6.10 and 6.14 below.

### 6.2. The Weakly Compact Results with Large $2^\kappa$.
In this subsection we prove Theorem 1.7, or rather, we prove Theorems 1.1, 1.2, and 1.3 for arbitrarily large $\mu$. Assuming that $\text{cf}(\mu) > \kappa$, we will even show that it is enough to force with $\text{Add}(\kappa, \mu)$ over any of these models to obtain the desired result. Naturally, it is immediate that $2^\kappa = \mu$ in the extension by $\text{Add}(\kappa, \mu)$.

For preserving club stationary reflection at $\kappa^{++}$ in each of these cases, we use a recent result of the third author (see [14]):

**Fact 6.7.** Suppose $\lambda = \kappa^{++}$, $\kappa^{<\kappa} = \kappa$ and $\text{CSR}(\lambda)$ holds. Then $\text{Add}(\kappa, \mu)$ preserves $\text{CSR}(\lambda)$ for any $\mu$.

Hence we have that for any of these models $W$, $W[\text{Add}(\kappa, \mu)] \models \text{CSR}(\lambda)$ as an immediate corollary. Furthermore, since a product of a $\nu$-Knaster forcing with a $\nu$-cc forcing is $\nu$-cc, one can observe that forcings with the $\nu$-Knaster property do not add $\nu$-sized antichains to $\nu$-Suslin trees. Therefore, if $W$ is the model from Theorem 1.3, then $W[\text{Add}(\kappa, \mu)] \models \neg \text{SH}(\kappa^{++})$.

**Lemma 6.8.** If $W$ is either the model from Theorem 1.2 or Theorem 1.3, then $W[\text{Add}(\kappa, \mu)] \models \neg \text{AP}(\kappa^{++})$. 
Proof. This is an immediate consequence of the Gitik and Krueger preservation result and Lemma 6.4 and Proposition 6.5.

This means that it suffices to verify that $\text{TP}(\lambda)$ still holds after forcing with $\text{Add}(\kappa, \mu)$ over the models of Theorems 1.1 and 1.2. This requires a more involved approach as we do not have any general preservation lemma for the tree property.

Next, we show that we can actually consider extensions by $\text{Add}(\kappa, \lambda)$ instead of $\text{Add}(\kappa, \mu)$.

**Proposition 6.9.** Working over a ground model $W$, if $\mathbb{P}_{\lambda^+}$ is a standard club-adding iteration and there is a $\lambda$-Aronszajn tree $T \in W[\mathbb{P}_{\lambda^+} * \text{Add}(\kappa, \mu)]$, then $T \in W[\mathbb{P}_\alpha * \text{Add}(\kappa, \lambda)]$ for some $\alpha < \lambda^+$.

*Proof.* If $T$ is a $\lambda$-Aronszajn tree in $W[\mathbb{P}_{\lambda^+} * \text{Add}(\kappa, \mu)]$ then $\mathbb{P}_{\lambda^+} * \text{Add}(\kappa, \mu)$ is $\lambda^+$-cc. Then $T$ has a $\mathbb{P}_{\lambda^+} * \text{Add}(\kappa, \mu)$-nice name $\check{T}$ which has size $\lambda$. Because the iteration is $\lambda^+$-cc, we can apply a mild generalization of Fact 2.23 to find $\check{\alpha} < \lambda^+$ such that $\check{T}$ is a $\mathbb{P}_\alpha * \text{Add}(\kappa, \mu)$-name. Moreover, there is some $A \subseteq \mu$ of cardinality $\lambda$ such that $\mathbb{P}_\alpha * \text{Add}(\kappa, A)$ determines the support of conditions in $\check{T}$. Any bijection between $A$ and $\lambda$ gives an isomorphism between $\text{Add}(\kappa, A)$ and $\text{Add}(\kappa, \lambda)$, so we can assume $\check{T}$ is a $\mathbb{P}_\alpha * \text{Add}(\kappa, \lambda)$-name.

**Lemma 6.10.** If $W$ is either the model from Theorem 1.1 or Theorem 1.2, then $W[\text{Add}(\kappa, \mu)] \models \text{TP}(\lambda)$.

*Proof.* We perform the proof in two cases, the second by indicating the changes that need to be made to the first.

**Case 1:** $W$ is the model of $\text{CSR}(\kappa^{++}) \land \text{TP}(\kappa^{++}) \land \text{AP}(\kappa^{++})$ from Theorem 1.1.

By Proposition 6.9 it is enough to show that for any $\alpha < \lambda^+$, $W[M * \mathbb{P}_\alpha * \text{Add}(\kappa, \lambda)]$ satisfies the desired conclusion. So fix $\alpha < \lambda^+$, and let $G * H * K$ be $M * \mathbb{P}_\alpha * \text{Add}(\kappa, \lambda)$-generic over $V$. Suppose $T$ is a $\lambda$-tree in $M[G][H][K]$ and let $j : M \to N$ witness weak compactness of $\lambda$. We will show that there is a forcing extension of $N[G][H][K]$ that contains a cofinal branch $b$ of $T$, and then that $b$ is actually already in $N[G][H][K]$, from which it will follow that $b \in V[G][H][K]$.

First we will find the forcing extension containing the branch. By Lemma 4.3 we know that we can lift the elementary embedding $j : M[G][H] \to N[G][H][G']$ where $G'$ is $j(M)/G$-generic over $V[G][H][K]$ and $H$ is $j(\mathbb{P}_\alpha)$-generic over the model $V[G][H][K]/G'$. Note that there is a $j(M)$-generic $\tilde{G}$ over $V$ such that $V[\tilde{G}] = V[G][H][G']$ by Lemma 3.3. We need to lift this embedding to have domain $M[G * H * K]$. The poset $\text{Add}(\kappa, j(\lambda))$ factors as a product $\text{Add}(\kappa, \lambda) * \text{Add}(\kappa, A)$ where $A = [\lambda, j(\lambda)]$. Let $K'$ be $\text{Add}(\kappa, A)$-generic over $N[\tilde{G}][H][K]$. Because $j[K] = K \subseteq K'$, since $j$ is the identity below $\lambda$, we can lift this to an embedding $j : M[G][H][K] \to N[\tilde{G}][H][K]$ where $K := K \times K'$. By the classical argument (as in Lemma 4.7), $T$ has a cofinal branch $b$ in $N[\tilde{G}][H][K]$.

It remains to show that $b \in N[\tilde{G}][H][K]$. First we show that it is already in $N[\tilde{G}][K]$. Because $j(\mathbb{P}_\alpha)$ is $\kappa^+$-closed over $N[\tilde{G}]$ and $\text{Add}(\kappa, j(\lambda))$ has conditions of size $< \kappa$ and a definition that is not changed by $j(\mathbb{P}_\alpha)$, Observation 6.1 tells us that $j(\mathbb{P}_\alpha) * \text{Add}(\kappa, j(\lambda))$ can be interpreted as a product $j(\mathbb{P}_\alpha) * \text{Add}(\kappa, j(\lambda))$ over $N[\tilde{G}]$. Note that in $N[\tilde{G}]$, $\lambda$ is an ordinal of cofinality $\kappa^+$, and therefore the tree $T$ now has height of cofinality $\kappa^+$ and levels of size at most $\kappa^+$ (in $N[\tilde{G}]$ but also in $N[\tilde{G}][K]$ since $\text{Add}(\kappa, j(\lambda))$ preserves cardinals over $N[\tilde{G}]$). Since $N[\tilde{G}] \models "2^\kappa > \kappa^+"$ and
Add(κ,j(λ)) × j(\mathbb{P}_\alpha) is a product of a \(\kappa^+\)-cc poset with a \(\kappa^+\)-closed poset over \(N[\mathring{G}]\). Fact 6.2 implies that \(b \in N[\mathring{G}][\mathring{K}]\).

Rewriting \(\mathring{G}\) and \(\mathring{K}\), we now have \(b \in N[G][H][G'][K][K']\). Since Add(κ,A) is square-\(\kappa^+\)-cc, Fact 2.12 implies that \(b \in N[G][H][G'][K]\). Because \(j(M)/G\) is \(\kappa\)-closed, we apply Observation 6.1 to write \(N[H][G'][K][G']\) as \(N[H][K][G']\). Working in \(N[G]\), \(j(M)/G\) is a projection of a product of Add(κ,j(λ)) (a \(\kappa^+\)-cc forcing) and a \(\kappa^+\)-closed forcing \(U\). This means that in \(N[G][H]\), Add(κ,A) × \(j(M)/G\) is the projection of Add(κ,j(λ)) × \(U\) where \(U\) is still \(\kappa^+\)-closed. Hence, by a combination of Fact 6.2 (applied to \(U\)) and Fact 2.12 (applied to the copy of Add(κ,j(λ)) projecting onto \(j(M)/G\)) it follows that \(b \in N[G][H][K]\).

Case 2: \(W\) is the model of CSR(\(\kappa^+\)) ∧ TP(\(\kappa^+\)) ∧ ¬AP(\(\kappa^+\)) from Theorem 1.2.

Other than the fact that we are using the lift from Lemma 4.8, the argument is virtually identical to that of Case 1 until the last paragraph. Then we find that the branch \(b \in N[G][H][I][G'][K][K']\), and we want to show that \(b \in N[G][H][K]\). Showing that \(b \in N[G][H \times I][G'][K]\) follows from an application of Fact 2.12. Then we work in \(N[G][H \times I]\) to use the fact that \(N_{\lambda^+}\) is \(\kappa\)-closed to rewrite \(N[G][H \times I][G'][K] = N[G][H \times I][K][G']\). Since \(N_{\lambda^+}\) is a product of a \(\kappa^+\)-closed forcing with a square-\(\kappa^+\)-cc forcing, we see that Add(κ,λ) × \(N_{\lambda^+}\) is a projection of a \(\kappa^+\)-closed forcing with a square-\(\kappa^+\)-cc forcing, so we find that \(b \in N[G][H \times I][K]\). This model be written as \(N[G][H][K][I]\), so we apply Fact 2.12 a final time conclude that \(b \in N[G][H][K]\).

### 6.3. The Mahlo Results with Large \(2^\kappa\)

In this section we prove Theorem 1.8, i.e., that the conclusions we derived for the models from Theorems 1.4, 1.5, and 1.6 still hold after forcing over these models with Add(κ,µ) where \(µ\) is an arbitrarily large cardinal of cofinality greater than \(κ\).

We use another result of the third author (see [14]):

**Fact 6.11.** Suppose \(\nu\) is a regular cardinal, SR(\(\nu^+\)) holds and \(Q\) is \(\nu\)-cc. Then \(Q\) preserves SR(\(\nu^+\)).

Therefore, we find that SR(λ) still holds in these models after forcing with Add(κ,µ). As in the previous section, we also know that ¬SH(κ⁺⁺) holds after forcing with Add(κ,µ) over the model from Theorem 1.6.

For the proof of the failure of approachability, we again use the Gitik and Krueger preservation theorem for \(\kappa\)-centered forcings.

**Lemma 6.12.** If \(W\) is either the model from Theorem 1.5 or the model from Theorem 1.6, then \(W[\text{Add}(\kappa,\mu)] \models \neg\text{AP}(\kappa^+)\).

**Proof.** This is an immediate consequence of Fact 6.3, Lemma 6.4 and Proposition 6.5.

The rest of the section will work towards showing that we can maintain wTP(κ⁺⁺) after forcing with Add(κ,µ) over the model from Theorem 1.4.

**Lemma 6.13.** Suppose that \(W \subset W'\) are transitive models of (enough of) ZFC such that \(\mathbb{P}, Q, W \in W', \nu\) is regular in \(W', W' \models \text{“}Q\text{ is }\nu\text{-cc}\text{”}, W' \models W^{<\nu} \subset W, \text{ and } W' \models \text{“}\mathbb{P}\text{ has a }\nu\text{-closed dense subset}\text{”}. Then \(\mathbb{P}\) is \(\nu\)-distributed over any extension of \(W\) by \(Q\).
Proof. Because \( P \) is forcing-equivalent to its \( \nu \)-closed dense set in \( W' \), it follows from Easton’s Lemma that \( W'[Q] \models \text{“} P \text{” is \( \nu \)-distributive}. \) Now suppose that \( \bar{f} \in W \) is a \( Q \times P \)-name for a function \( \bar{f} : \tau \rightarrow \text{Ord} \) where \( \tau < \nu \). If \( f \) is the evaluation of \( \bar{f} \) in \( W'[Q \times P] \), it follows from distributivity that \( f \in W'[Q] \). It is a standard fact that \( \text{“} W' \subseteq \nu \cap \text{W} \text{”} \) and \( \text{“} Q \text{” is \( \nu \)-cc} \) together imply that \( W'[Q] \models \text{“} W'[Q] \subseteq W'[Q] \text{”} \). \( \square \) It then follows that \( f \in W'[Q] \).

Lemma 6.14. If \( W \) is the model from Theorem 1.4, then \( W[\text{Add}(\kappa, \mu)] = wTP(\lambda) \).

Proof. Assume for contradiction that some generic for \( M * P_{\lambda^+} * \text{Add}(\kappa, \mu) \) adds a special \( \lambda \)-Aronszajn tree. By using a version of Proposition 6.9 for special Aronszajn trees, there is some \( \alpha < \lambda^+ \) such that the tree is added by \( M * P_{\alpha}[\text{Add}(\kappa, \lambda)] \). In other words, there is an \( M * P_{\alpha} * \text{Add}(\kappa, \lambda) \)-name \( \bar{T} \) and some \( (m, p, c) \in M * P_{\alpha} * \text{Add}(\kappa, \lambda) \) forcing that \( \bar{T} \) is a \( \lambda \)-Aronszajn tree with a specializing function \( \bar{f} \). Let \( \Theta \) be sufficiently large with \( N := H_\Theta \) and let \( M \) be a rich elementary submodel of \( N \) with \( \bar{T}, \bar{f}, (m, p, c), \) and \( \alpha \in M \).

We first find an \( M * P_{\alpha} * \text{Add}(\kappa, \lambda) \)-generic \( G * H * K \) containing \( (m, p, c) \) such that the model \( N[G][H][K] \) will define a lift \( j : M[G][H][K] \rightarrow N[G][H][K] \), but we will need to exercise some care in doing so. First, let \( G * H \) be an \( M * P_{\alpha} \)-generic over \( N \) containing \( (\bar{m}, \bar{p}) \), and use Lemma 5.2(1) to choose an \( M * P_{\alpha} \)-generic \( G * H \) such that \( N[G][H] \) defines a lift \( M[G][H] \rightarrow N[G][H] = N[G][H][G'][H] \), where \( G' \in M/G \)-generic over \( N[G][H] \). In particular, \( G * H \) contains \( (m, p) \). Let \( K \) be an \( \text{Add}(\kappa, \lambda) \)-generic over \( N[G][H] \) such that \( c \in K \). Since \( j(\text{Add}(\kappa, \lambda)) = \text{Add}(\kappa, \lambda) \), \( \text{Add}(\kappa, \lambda) \times \text{Add}(\kappa, A) \) where \( A = [\lambda, \lambda], K = K \times K' \). We can work inside \( N[G][H][K] \) and use Fact 2.17 to define a lift \( j : M[G][H][K] \rightarrow N[G][H][K] \).

Let \( T \) and \( \bar{f} \) be the respective interpretations of \( T \) and \( \bar{f} \) in \( N[G][H][K] \). As before, let \( T, \bar{f} \in M[G][H][K] \) be such that \( j(T) = T \) and \( j(\bar{f}) = \bar{f} \). Using the classical argument (as in Lemma 5.7), we know that \( N[G][H][K] \) contains a \( \lambda \)-closed dense subset”. Moreover, \( N[G] \models \text{“} M[G] \subseteq \lambda \leq M' \text{”} \) and \( \text{“} M \text{” is \( \lambda \)-cc} \). Furthermore, \( N[G] \models \text{“} \text{Add}(\kappa, \lambda) = \text{Add}(\kappa, \lambda) \text{”} \). Therefore we can apply Lemma 6.13 to find that \( M[G] \models \text{“} P_{\alpha} = \text{\( \lambda \)-distributive over any extension by \text{Add}(\kappa, \lambda) \)} \). It follows from elementarity of the embedding \( j : M[G] \rightarrow N[G] \) that \( N[G] \models \text{“} P_{\alpha} \text{ is \( \lambda \)-distributive over any extension by \text{Add}(\kappa, \lambda) \)} \). We conclude that \( b \in N[G][K] \) since \( |b| < \lambda \).

We will argue now that \( b \in N[G][K] \). By Claim 5.3, \( N[G] \models \text{“} P_{\alpha} \text{ has a \( \lambda \)-closed dense subset”} \). Moreover, \( N[G] \models \text{“} M[G] \subseteq \lambda \leq M' \text{”} \) and \( \text{“} M \text{” is \( \lambda \)-cc} \). Therefore we can apply Lemma 6.13 to find that \( M[G] \models \text{“} P_{\alpha} \text{ is \( \lambda \)-distributive over any extension by \text{Add}(\kappa, \lambda) \)} \). Finally, we argue that \( b \in N[G][K] \). Recall that \( N[G][K] = N[G][K][K'] \), where \( K' \) is \( A \)-generic. Note that \( \text{Add}(A, \lambda) \) is square-\( \kappa^+ \)-cc in \( N[G][K] \) since \( \kappa < \kappa \). Hence Fact 2.12 implies that \( b \in N[G][K] \).

Now write \( N[G][K] = N[G][H][G'][K] \). Because \( M/G \) is \( \kappa \)-distributive, conditions in \( \text{Add}(\kappa, \lambda) \) have size \( < \kappa \), and \( M/G \) does not change the definition of \( \text{Add}(\kappa, \lambda) \), we can write \( N[G][H][G'][K] = N[G][H][K][G'] \) by Remark 6.1. Working in \( N[G] \), \( M/G \) is a projection of a product of \( \text{Add}(\kappa, \lambda) \) and a \( \kappa^+ \)-closed forcing \( U \), hence \( \text{Add}(\kappa, \lambda) \times M/G \) is a projection of \( \text{Add}(\kappa, \lambda) \times U \) in \( N[G][H] \) where \( U \) is still \( \kappa^+ \)-closed. Then Fact 6.2 can be applied with \( N[G][H] \) as the ground model to find that \( b \) is in an extension of \( N[G][H][K] \) by a square-\( \kappa^+ \)-cc forcing. Finally, Fact 2.12 implies that \( b \in N[G][H][K] \). \( \square \)
An Open Question. The reader may be concerned about the fact that despite the effort it took to show that $\text{SH}(\kappa^{++})$ fails in the model of Theorem 1.6, we have not settled the question of $\text{SH}(\kappa^{++})$ in the other Mahlo models.

Question 1. Does $\text{SH}(\kappa^{++})$ hold in the models of Theorems 1.4 and 1.5? This is assuming that the $\lambda$ we begin with is not weakly compact.

If $\lambda$ is regular and not weakly compact in $L$ and GCH holds, then there are $\lambda$-Suslin trees. More precisely, work of Jensen and Todorcevic showed that if $\lambda$ is regular and not weakly compact in $L$, then the principle $\square(\lambda)$ holds in $V$ [22]; and then Rinot showed that $\square(\lambda)$ and GCH together imply the existence of $\lambda$-Suslin trees [20]. From this reasoning it also follows that $L[\mathcal{M}] \models \neg \text{SH}(\kappa^{++})$ if $\mathcal{M}$ is one of our Mitchell forcings. Hence, a positive answer to this question would necessarily make use of the interaction between our Mitchell forcing and the club-adding iteration that follows it. It would also confirm that GCH is strictly necessary in the result of Rinot.

Acknowledgements: We would like to thank Monroe Eskew for recognizing a problem with an earlier version of Lemma 6.13—even finding a subtle counterexample to the original statement involving the Laver collapse.
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